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Abstract 

The medical image tool named Ultrasound imaging is used for the analysis of fetus behaviour. Due to the presence of 
noise the quality of these images is low. Proper filtering is required to suppress this noise. Before the fatal development 
analysis, it is required image processing method. The processed images are then used for the analysis and it helps to 
take care of the health. Down syndrome is one of the crucial chromosomal disorders. It is due to the presence of a further 
copy of chromosome 21. The ultrasound imaging helps to point out DS in the earlier stage of pregnancy by handling the 
image in an efficient manner. In this work, nasal bone identification and texturing methods are used to detect the 
disease.  Here we designed a nasal bone identification module for the image classification as normal or abnormal. Down 
syndrome detection utilizes a collection of facial expression images. A compact geometric descriptor is employed for 
extracting the facial features from the image set. There is no specific treatment for Down syndrome. Thus, early 
detection and screening of this disability are the best styles for Down syndrome prevention. 

Keywords: Ultrasound image; Pre-processing; Down syndrome; Nasal bone identification; Classifications; Artificial 
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1. Introduction

In recent years researchers focusing on the field of biomedical image processing. There are many kinds of imaging 
devices are used for medical diagnoses such as Ultrasound, X-rays, computed tomography (CT), and magnetic resonance 
imaging (MRI). To diagnose internal body organs Ultrasound imaging is used. It is a very safe and non-aggressive 
method. It is portable, low cost, and widespread when compared with other tools for imaging. The risk factor is less 
than the other display modes. To analyze fetal conditions ultrasound method is used because of its real-time imaging. It 
is a commonly used investigation technique to study fetal biometric constraints. It is also used for prenatal growth 
monitoring and to detect fetus anomalies. The images obtained from ultrasound scanning are incorporated with noise. 
This noise reduces the quality of the image and therefore it is in poor condition for further study. It is not possible to 
reach a good decision by using these images [1]. So, the experts start to refine the images by removing the noise. 
Processing these denoising images and then analyzing them. The main aim of this analysis is the progression of prenatal 
by denoising and enhancing the ultrasound image. The denoising of an image means eliminating the noise to improve 
the quality of the images and find out every single element from that image. Normally discrete wavelet transform 
method is used for denoising. To advance the image contrast it is needed an image enhancement method. The enhanced 
image has high picture quality and it is used for any other applications [2].   

DS is one of the crucial chromosomal disorders. It is due to the presence of a further copy of chromosome 21. Generally, 
human beings have 46 chromosomes, 23 inherited from the father and 23 from the mother. In some special cases instead 
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of 46 chromosomes one extra chromosome, i.e., 47 chromosomes may be present in each cell. This special case is 
described as DS by a British doctor J. L Down. In worldwide, the existence of DS is come close to be about 1 in 1000 
births. Complete Trisomy 21, mosaicism, and translocation are the three types of Trisomy21. In this, the complete 
Trisomy 21 is the most common case in which every cell possesses an extra copy of chromosome 21. In mosaicism not 
all the cells will have an additional chromosome. Translocation occurs when a whole or extra copy of a chromosome has 
gotten attached to another chromosome. A nucleus is allied with each cell and it holds the genetic material. Additional 
genetic materials are generated when the chromosomes increase. This may cause abnormalities and other diseases 
[3,4]. 

Kruszka et al. [5] and Zhao et al. [6] presented a combined method of texture and geometric information for DS 
detection. Support Vector Machine classifier is used for differentiating between normal and abnormal cases. For the 
feature extraction, Saraydemir et al. [7] proposed the Gabor wavelet transform method. They used an SVM classifier for 
the distinguishing. Another method known as the Elastic bunch graph matching method is introduced by Erogul et al. 
[8] for DS recognition. David and Lerner [9] also used an SVM classifier for the DS classification. Loos et al. proposed a 
computer-based graph matching algorithm for DS analysis. Artificial Neural Network based automated methods are 
proposed by many authors [10,11] to recognize and detect the fetal nasal bone. 

2. Proposed methodology 

The presented approach has different steps for DS recognition in face images. The facial detection -segmentation - 
feature extraction - classification. The detailed explanations are in the following sections. Proposed system frame is 
shown in Fig.1. 

 

Figure 1 Proposed System Frame 

Initially, the integral image method is applied for face detection. This is a machine learning algorithm. Significant 
features are selected through a machine learning algorithm. For the identification of face, a cascade classifier is 
composed of several phases. It helps to advance the probability of a face being identified [12]. Then Dlib library [13] is 
used to extract facial landmarks after a face is detected. The points were corresponding to two coordinates of regions 
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neighboring each facial structure such as eyes, eyebrows; nose, etc. located in the images. The open-source library Dlib-
ml is an excellent and powerful debugging tool, which offers support for developing ML software in python, R, MATLAB, 
etc. [14]. 

For the development of medical image pre-processing is done. It is a technique for the betterment of image quality by 
removing unwanted things. The various filters like a mean filter, median filter, etc. are used for this function. For 
computer-supported medical image diagnosis application segmentation is an essential step. It includes the subdividing 
of the medical images into different regions for the further extracting of features [15]. Different segmentation methods 
can be considered as threshold-based, edge-based, region-based, clustering, and matching techniques. Watershed 
algorithm [16, 17] and Otsu’s thresholding [18] algorithms are the different algorithms used for the segmentation.  

The terms sensitivity, specificity, and accuracy are used to evaluate the system performance of the algorithm. Sensitivity 
is the ratio of true positives to the sum of true positives and false negatives. Specificity is defined as the ratio of true 
negatives to the sum of false positives and true negatives. Accuracy is the ratio of the sum of true positives and true 
negatives to the total sum of true positives, false negatives, true negatives, and false positives [19]. From the study, it is 
proved that the accuracy is high in Otsu’s approach.  

After the processing of image features is extracted. It is the process of extracting the relevant pieces of information from 
images and denoted them in a lower dimensionally space. It is an important process as it helps to distinguish the features 
exactly. In this step, using the spotted facial landmarks the geometric features are extracted. It signifies the fundamental 
traces for syndrome diagnosis. The geometric illustration uses different two-dimensional facial fiducially points. The 
geometric features are divided into horizontal and vertical distances. The horizontal distances were normalized by the 
distance between eyes (distance between landmark pair (1, 4)), and the vertical distances were normalized by the 
distance from the middle point between eyebrows to the lower point of mouth [20, 21].  

The points P1 and P2 denote the center of the eyebrows, one-point P3 for the glabella, the points P4, P5, P7, and P8 
denote the inner and outer corner of the eyes, one-point P6 for the root of the nose, P10 and P11 for the alars sidewalls, 
one point P9 for the supratip, P12 for the columella, the mouth corners have two points P14 and P15, the point P13 for 
the top of the upper lip and one point for the bottom of the lower lip P16. Figure 2(a) and 2(b) show the localization of 
the 16 facial points. Fourteen distances are extracted from the mentioned 16 points, as shown in Fig. 2(c). 

 

Figure 2 Localization of facial points 

To make sure the features are scale-invariant all the distances are normalized to the face width. The normal values of 
the two imitated distances on both sides of the face are denoted using the distances d1, d2, d3, d6, d8, d10, d11, d12, 
and d14. The intersection point of the line between the upper and lower lips and the line between the left and right 
corners of the mouth is used to calculate the latter distance d11. There are only 14 dimensions in the resulting feature 
vector. The study of intercanthal distance d4 is so significant to recognize the DS. Where d4 is the distance between the 
inner corners of the eyes [22].   
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People with DS existing an increase in intercanthal distance. Another common characteristic is the occurrence of small 
space between the lateral and medial canthus of the eyes. This feature is captured by distance d3. A flattened nose is 
often presented in persons with Down syndrome. Distances d5 to d8 represent this characteristic. Finally, another 
symptom is the presence of a small mouth, whose characteristic is captured by distances d10 to d13. 

In the image processing method feature extraction made a significant role. To illustrate the typical features from the 
input data, the feature extraction method is used. It helps to distinguish the data into different groups. This method is 
very helpful if the input data is very large. Features are extracted after the pre-processing of the images. Feature 
extraction methods are classified into two – texture-based and non-texture-based algorithms [23-25]. A Statistical based 
texture algorithm is used for the present work. In this, gray level Co-occurrence Matrix features are measured which is 
based on the orientation and distance. It gives the number of the existence of particular pair of pixels or image 
combinations. This type of feature extraction helps to study the NB region.  

The present work is focusing on the extraction of matrix features as well as the shape from the NB region. The DS-
affected fetus is categorized by the absence or very small NB. Contrast, correlation, energy, and homogeneity are the 
different features used for the classification of the normal and abnormal nasal bone. For object identification and 
classification, the shape features such as major and minor axis length, perimeter, orientation, etc. are used also [26-29]. 

To maintain the best vivid features during the feature reduction employed two methods like principal component 
analysis (PCA) and linear discriminant analysis (LDA) [30]. It helps to bypass noisy information. For every feature set, 
these are used consecutively and applied independently for each feature set. 

3. Classification 

Classification is another significant phase in image processing. The learned images are classified based on the extracted 
features. The processed images are classified as normal or abnormal. The widely used classification method is pattern 
classification along with machine learning techniques. The objective of a classifier is to generate a specified group of 
decision regions. The neural network approach and fuzzy and hybrid models are some of the classification methods. 
The figure shows a classification model. It consists of attaining data, feature selection from data, training, and 
optimization. If the classifier performance is inadequate then the system is retrained till the optimum result will reach. 
The neural network classifiers, SVM, and Bayesian classifiers are some of the classifiers used for this purpose [31, 32]. 

Another important task is to find out the distance between the different points (e.g.: d1-d2, d1-d3, etc.). Suppose the 
two points are denoted by d1(x1, y1) and d2(x2, y2). The distance between the two points is calculated by using the 
Euclidean distance formula as follows [33]. The Euclidean distance between two points is the length of a line segment 
between the two points. It can be calculated from the Cartesian coordinates of the points using the Pythagorean 
Theorem. Therefore, sometimes it’s named Pythagorean distance. 

4. Artificial neural networks 

ANNs are stimulated by the functionality and edifice of the human brain. It seems like a network consists of a large 
number of interconnected components called neurons. For the classification of medical images, ANNs are very effective 
and widely used.   Fast learning capacity, adaptability, parallelism, storage capacity, robustness, and generalization are 
some of the features of ANN. The performance of the ANN is associated with the transfer function selected for the 
training, weight updating, and net output calculation. The generalization and learning abilities are the attractive features 
of ANN. The processing elements or the artificial neurons are the basic functional units of ANN. Three different layers 
of neurons are used for processing. The layers are the input layer, hidden layer, and output layer. The layers are 
interconnected to each other by weights. Each artificial neuron takes an input from the input sources, applied an 
activation function to this input, and generates the net result [34].  

ANNs input layer collects the information from files or devices (for real-time) and transfers data to the real world 
through the output layer. Any number of hidden layers can be included. The weighted sum of inputs constitutes the 
activation of the neuron. To calculate the response from each neuron a transfer function is applied to this element. The 
system continuously adjusts the weights during the training period to minimize the error between actual and target 
values.  The system stops its iteration process when an anticipated level of accuracy is reached. 

For the training purpose, three learning algorithms such as supervised, unsupervised, and reinforced are used.  
Supervised learning permits collecting data and creating data responses from preceding experiences. By using this data, 
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the algorithm helps to optimize the performance criteria. Unsupervised learning is the training of a machine using 
information that is neither classified nor labeled and allowing the algorithm to act on that information without guidance. 
Reinforcement algorithms use the estimated errors as rewards or penalties. The penalty is high if the error is big, so the 
reward becomes low. The reward is high for an error-less response [35]. 

The backpropagation neural network method is used for ANN training. It is a multilayer feed-forward neural network. 
The important steps for the training of a NN are as follows; 

 Input vectors are feed forwarded 
 The computer error is then backpropagated 
 Updates the weight function to minimize the error. 

The neural network is very helpful in image processing.  For the image reconstruction and restoration process NN is 
very effective. The segmentation methods using neural network training are less noisy but their convergence speed is 
very slow. For image recognition and detection, BPNN is widely used. To minimize the error Levenberg Marquardt 
algorithm is used. It produces a faster response with a minimum number of iterations. The performance function 
becomes reduced in each iteration. A large training dataset is required for the NN training. The system does not 
generalize properly if we used a small number of datasets [36, 37]. 

This BPNN algorithm targets reducing the root mean square error of the response.  The delta rule is used for weight 
updation. The NN training performance depends on the initial weights, learning rate, update interval, and hidden layers. 

5. Results and discussion 

In this work, the different features for DS detection are described.  Also, studies on the extraction of these images along 
with image classification by NN-based algorithms. A Nasal bone identification module is designed to identify the 
presence or absence of nasal bone in the image that is used for the diagnosis. The denoised image as shown in Fig. 3 is 
processed with the help of this system and classifies the images as normal and abnormal. 

 

Figure 3 Denoised image 

Figure 4(a), 4(b), 4(c) and 4(d) shows the graphical user interface (GUI) screenshots of the presented system. Figure 
4(a) shows the GUI of the designed module when the image is loaded after the denoising. Figure 4(b) shows the 
segmentation stage of the image processing. 
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Figure 4(a) GUI Screenshot – Image Loading 

 

Figure 4(b) GUI Screenshot – Segmentation 

Fig 4(c) shows the GUI screenshot of normal nasal bone identification and 4(d) shows the abnormal nasal bone 
identifying section. If any abnormalities being occurred the results shows the “abonormal”. 
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Figure 4(c) GUI screenshot -  Normal nasal bone identification 

 

 

Figure 4(d) GUI screenshot  – Abnormal Nasal bone identification 

Studied the shape features of normal and abnormal images and from the study, it is clear that the area, major and minor 
axis length, etc. of both images are different. Fiducial points are points that are used as points of reference or measure.  
Some of the main fiducial points are the eyes, lip edges, nose, chin, etc. In this study, some images from the Dartmouth 
Database of Children’s Faces are selected, inclusive of males and female images that were showing very distinct facial 
expressions. In this implemented work different features like contrast, energy, etc. are determined from the segmented 
outputs of the module. The nasal bones of normal and abnormal images are shown in the Fig. 5(a) and Fig. 5(b) 
respectively. 
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Figure 5 (a) Normal and (b) Abnormal Nasal Bone 

The responses from the realized system and its performance investigation prove that this method provides a better 
detection rate and it helps in the effective diagnosis of DS. Also, the system has good accuracy. Then the system is trained 
using the BP algorithm. A neural network toolbox is used for the training. Figure 6 shows the NN training screenshot. 
The LM-based algorithm is used for the training. Here 70% of the data is used for the training, 15% of data is used for 
testing and the remaining 15% is used for validation. Figure 7 shows the regression analysis diagram. From the figure, 
it is clear that the overall efficiency of the system is 93.58%.  Getting stuck in local minima is a drawback of the BP 
algorithm. So, the use of better optimization algorithms helps to improve the efficiency of the system. 

 

Figure 6 NN training structure 
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Figure 7 Regression Analysis Diagram 

6. Conclusion 

The ultrasound technique is used to analyze fetal conditions because of its real-time imaging. It is a commonly used 
investigation technique to study fetal biometric constraints. It is also used for prenatal growth monitoring and to detect 
fetus anomalies. Proper processing of these images helps to find out some diseases DS at the fetal development stage. 
The method for recognizing Down syndrome in face images was discussed which consists of facial fiducial point 
detection, feature extraction, feature reduction, and classification. As for directions for future work, we intend to analyze 
other sets of visual features and apply the developed system to different genetic disorders. 
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