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#### Abstract

A Linear transport problem can be defined as the action of transporting products from " $m$ origins" (or units) to " $n$ destinations" (or customers) at the lowest cost. So the solution to a transportation problem is to organize the transportation in such a way as to minimize its cost. The objective of this paper is to determine the quantity sent from each source (origin) to each destination while minimizing transport costs. Achieving this objective requires a methodology which consists in deploying an algorithm whose purpose is the search for an optimal solution, based on an initial solution. The application is made on a factory producing mechanical parts.
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## 1. Introduction

The transport problem was first formulated by Hitchcock [1] and later discussed in detail [2]. Important developments were made in this field during the Second World War by the Russian mathematician and economist [3]. The transport problem consists in minimizing the cost of transport from the different origins to the different destinations while respecting the constraints of availability and demand [4].

The formulation of linear programming and the associated systematic method of solving were first given by Dantzig [5]. Recent approaches have been respectively given by several authors $[6,7,8,9]$.

The transport problem is a linear problem which can be represented in the form of a graph and which can be solved using different heuristic methods of solving linear problems, which will be the subject of the remainder of this paper.

## 2. General formulation of the transport problem

Products must be transported from $m$ deposit centers (units) to $n$ consumption centers (customers). The transport of a product from origin $i$ to destination $j$ has a cost $c_{i j}$, and it is assumed that the availability, of products from unit $i$ and the demand for products from customer $j$ are known.

[^0]
### 2.1. Decision variables

The variables of the linear programming model of the transport problem are natural numbers representing products transported from a source to a destination.

We denote by $x_{i j}$ the quantity to be transported from $i$ to $j \forall i, j \in\{1, \ldots, m\} \times\{1, \ldots, n\}$.
The transport problem consists in determining the quantities $x_{i j}$ to transport so that the total transport cost $\sum_{i=1}^{m} \sum_{j=1}^{n} c_{i j} x_{i j}$ is minimal.

### 2.2. Constraints

Constraints are the conditions that compel demand to be met and availability to be exhausted. They are given below:

- The stock of product must be sold (the total quantity of products starting from $i$ is equal to the availability), that is : $\sum_{j=1}^{n} x_{i j}=a_{i}, i=1, \ldots, m$;
- The demand must be satisfied (the total quantity of products received by $j$ is equal to the demand), that is to say: $\sum_{i=1}^{m} x_{i j}=b_{j}, j=1, \ldots, n$;
- To solve the problem, it is imperative that the global demand is equal to the global availability: $\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j}$;
- In the case of an unbalanced transport problem (where the previous constraint is not respected), for example if $\sum_{i=1}^{m} a_{i} \prec \sum_{j=1}^{n} b_{j}$, it would be necessary to create a fictitious source (or a line) for which all the transport costs are zero and have a demand $b=\sum_{j=1}^{n} b_{j}-\sum_{i=1}^{m} a_{i}$;
- We must respect the non-negativity of quantities: $x_{i j} \geq 0, \forall i, j \in\{1, \ldots, m\} \times\{1, \ldots, n\}$.


### 2.3. Objective function

Based on the work of several authors in the literature, such as that of [10, 11, 12] we define the mathematical formulation of the objective function by equation 1, for the general resolution of transport problems.

Minimize $\mathrm{z}=\sum_{i=1}^{m} \sum_{j=1}^{n} c_{i j} x_{i j}$
Subject to $\left\{\begin{array}{l}\sum_{j=1}^{n} x_{i j}=a_{i}, i=1,2, \ldots, m \\ \sum_{i=1}^{m} x_{i j}=b_{j}, \mathrm{j}=1,2, \ldots, n \\ \sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j} \\ x_{i j} \geq 0, \text { for all } i \text { and } j\end{array}\right.$

## 3. Solving the transport problem

Solving a linear programming problem involves two essential steps: first finding an initial basic solution, then finding the optimal solution from the basic solution. By synthesizing the work of $[4,10,12,13,14,15,16,17,18,19,20,21]$ who approach the methods of resolution of the transport problem, we propose an algorithm of resolution of these problems in Figure1. We then describe the different stages of this algorithm.


Figure 1 General algorithm for solving a transport problem

### 3.1. Formulation of the problem in matrix form

Table 1 Matrix formulation of a balanced transport problem

| $\boldsymbol{c}_{\boldsymbol{1 1}}$ | $\boldsymbol{c}_{12}$ | $\cdots$ | $\boldsymbol{c}_{1 \boldsymbol{n}}$ | $\boldsymbol{a}_{\boldsymbol{1}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{c}_{\mathbf{2 1}}$ | $\boldsymbol{c}_{\mathbf{2 2}}$ | $\cdots$ | $\boldsymbol{c}_{\boldsymbol{2 n}}$ | $\boldsymbol{a}_{\boldsymbol{2}}$ |
| $\vdots$ | $\vdots$ | $\cdots$ | $\vdots$ | $\vdots$ |
| $\boldsymbol{c}_{\boldsymbol{m} 1}$ | $\boldsymbol{c}_{\boldsymbol{m} 2}$ | $\cdots$ | $\boldsymbol{c}_{\boldsymbol{m} \boldsymbol{n}}$ | $\boldsymbol{a}_{\boldsymbol{m}}$ |
| $\boldsymbol{b}_{\boldsymbol{1}}$ | $\boldsymbol{b}_{\mathbf{2}}$ | $\cdots$ | $\boldsymbol{b}_{\boldsymbol{n}}$ | $\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j}$ |

The formulation of the transport problem is similar to the formulation of the linear programming problem. Here, the objective function is the total cost of transportation and the constraints are the supply and demand available at each source and destination, respectively (see equation 1).

The general formulation of a balanced transport problem in matrix form is given in Table 1.
The graph representing the transport problem (transport network), allowing a general deduction of the matrix formulation, is given by Figure 2


Figure 2 Transport network

### 3.2. Obtain a first feasible basic solution

This initial basic solution can be obtained by using one of the following heuristics:

- The North-West Corner method;
- The Minimum Cost method;
- The Vogel approximation method.

The solution obtained by one of the above methods must meet the following conditions:
The solution must be feasible, that is, it must meet all the constraints of supply and demand;
The number of positive assignments (allocated cells) must be equal to, where $m$ is the number of rows and $n$ is the number of columns.

The solution which satisfies the above-mentioned conditions and having exactly $(m-1)(n-1)$ zero fluxes is called a non-degenerate basic solution.

### 3.2.1. The North-West Corner method

The North-West Corner method is an easy method but it does not make economic sense, since it consists in assigning to the North-West Corner of each grid the maximum possible quantity without worrying about the importance of the cost [22].

This method is deployed in four stages:

## Step 1

Locate the cell $(p ; q)$ which is in the North-West Corner that is to say at the top left, of the non-eliminated part of the transport table.

## Step 2

Send the maximum units for the cell $(p ; q)$. Thus $x_{p q}$ is initialized as being the $\min \left\{a_{p} ; b_{q}\right\}$. Adjust $a_{p}$ and $b_{q}$ then and, taking into account the $x_{p q}$ unit to be shipped. Let us express this sentence using equalities $x_{p q}=\min \left\{a_{p} ; b_{q}\right\}$.

The fitted values of $a_{p}$ or $b_{q}$ are given by equation 2 .
$\left\{\begin{array}{l}a_{p}^{\prime}=a_{p}-x_{p q} \\ b_{p}^{\prime}=b_{p}-x_{p q}\end{array}\right.$

At the end of this step, either $a_{p}^{\prime}$ or $b_{q}$ is zero, or both.

## Step 3

- If $a_{p}^{\prime}=0$ and $b_{q}^{\prime} \succ 0$, it means that the origin $p$ has been "emptied". We must therefore eliminate line $p$ from the table.
- If $b_{q}^{\prime}=0$ and $a_{p} \succ 0$, it means that the destination $q$ is completely satisfied and that there are products left in unit $p$. It is therefore necessary to eliminate column $q$ from the table.
- If $a_{p}^{\prime}=0$ and $b_{q}^{\prime}=0$, we are in a degenerate case. Row $p$ is then eliminated, unless it is the only remaining row in the table, in which case column $q$ must be eliminated.


## Step 4

- If there is a total of two or more rows and columns not yet cleared, go back to step 1.
- If there is only one row not deleted from the table, the initial basic feasible solution is determined by the values in bold (see case study).


### 3.2.2. The Minimum Cost method

The Minimum Cost method is a method for calculating a basic feasible solution to a transport problem where the basic variables are chosen according to the unit cost of transport. The Minimum Cost method finds a better starting solution by focusing on the cheapest transport costs [23].

This method differs from the previous one only in the criterion applied in step 1, set out here, steps 2, 3 and 4 remaining the same.

## Step 1

Identify the cell $(p ; q)$ such that the cost $c_{p q}$ is the smallest cost in the table.

However, it is important to make the following remarks:

- If there are two or more minimum costs, select the row and column corresponding to the lower numbered row;
- If they appear in the same row, select the bottom numbered column.


### 3.2.3. Vogel's Approximation method

The Vogel Approximation method is also known as the Balas-Hammer heuristic, or the maximum deference method, or the unit penalty method, or the successive maximum regrets method. This method is based on the calculation of regrets. The regret associated with a row or column is the difference between the minimum cost and the next higher cost in that row or column. This is a measure of the priority to be given to the transports of that row or that column, because a large regret corresponds to a large penalty if one does not use the minimum cost route [22].

In general, Vogel's method provides a solution very close to the optimum. The number of base changes necessary to arrive at an optimal solution is low (it even happens quite frequently that the solution given by this rule is optimal) [23]. The steps of the Vogel Approximation Algorithm are described as follows:

## Step 1

Calculate the deferences $\Delta_{\ell}$ (difference between the minimum cost and the one immediately higher on a row) and $\Delta_{c}$ (difference between the minimum cost and the one immediately higher on a column).

## Step 2

Select the row or column having the $\Delta_{\ell}$ or $\Delta_{c}$ maximum.

## Step 3

Choose the lowest cost in this row or column.

## Step 4

Allocate to the corresponding cell $(p ; q)$ the maximum possible transportable material so as to saturate either the destination or the availability $\left(x_{p q}=\min \left\{a_{p} ; b_{q}\right\}\right)$.

## Step 5

Calculate the residual quantity either in demand or in availability (use relation 2).

## Step 6

Eliminate the row or column having its availability or demand satisfied.

## Step 7

If the number of rows or columns $>2$, then go back to step 1 . Otherwise, assign the remaining quantities to the cells in the row not deleted.

### 3.3. Testing the initial base solution for optimality

The frequently used method is the Stepping-Stone heuristic. Instead, we will use its modified version called "Modified Distribution method", in which mathematical equations replace chains of substitutions, and given that it is more practical [24].

To apply the Modified Distribution method, we first start with the base solution generated by one of the methods stated above (methods of generating an initial solution). Next, we calculate a value $u_{i}$ for each row $i$ and $v_{j}$ for each column $j$ in the transport table (transport matrix).

The steps of the Modified Distribution method are as follows:

## Step 1

To calculate the $u_{i}$ and $v_{j}$ values for each row and each column, reduce the equations: $u_{i}+v_{j}=c_{i j}$.

## Step 2

After all the equations have been written, set one of the two variables $u_{i}$ or $v_{j}$ to zero, and solve the system of equations for all the values $u_{i}$ and $v_{j}$.

## Step 3

Calculate the improvement index for each cell not used by the formula $\Delta_{i j}=c_{i j}-u_{i}-v_{j}$.

## Step 4

Transfer as much as possible to the cell with the most negative $\Delta_{i j}$ by creating a cycle that meets the demand and availability of each row.

## Step 5

Repeat steps 1 to 4 until there is no negative $\Delta_{i j}$.

## Step 6

Calculate the total cost by multiplying each allowance $\left(x_{i j}\right)$ by its specific $\operatorname{cost}\left(c_{i j}\right)$.

## 4. Application

We consider a factory for the production of mechanical parts, comprising three production units and four delivery points (customers). The transport problem materializing the different production capacities per unit, the demands of each customer and the unit costs of transporting material from one unit to a customer is given in Figure 3.


Figure 3 Transport network modeling the case study
The objective of this part is to bring out the optimal transport network, so as to meet supply and demand.

### 4.1. Formulate the transport cost matrix

The formulation of the previous transport problem in matrix form is given in Table 2.
Table 2 The transport cost matrix of the case study

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 | 18 | 17 | 15 | 350 |
| 2 | 24 | 19 | 13 | 11 | 350 |
| 3 | 22 | 14 | 12 | 10 | 400 |
| Demand | 300 | 300 | 250 | 250 | 1100 |

### 4.2. Obtaining a first feasible basic solution

We have: $\sum_{i=1}^{3} a_{i}=350+350+400=1100$ and $\sum_{j=1}^{4} b_{j}=300+300+250+250=1100$, so $\sum_{i=1}^{3} a_{i}=\sum_{j=1}^{4} b_{j}$. We are therefore faced with a problem of balanced transport.

Since Vogel's Approximation method, as we had seen previously generally generates optimal solutions, we will deploy the first two heuristics stated above, in order to generate a feasible basic solution, and we will do in another section, the optimality test.

### 4.2.1. The North-West Corner method

## Iteration 1

## Step 1

The table modeling the transport problem consists of three rows and four columns; its North-West Corner is cell (1; 1), so $x_{11}$ goes into the base.

## Step 2

$x_{11}=\min \left\{a_{1} ; b_{1}\right\}=\min \{350 ; 300\}=300$
$a_{1}=a_{1}-x_{11}=350-300=50$
$b_{1}^{\prime}=b_{1}-x_{11}=300-300=0$

## Step 3

$a_{1}^{\prime}=50$ and $b_{1}^{\prime}=0$, we eliminate column 1 .

## Step 4

We have three rows and three columns left, so we're not done (see Table 3).
Table 3 Result obtained after the first iteration of the North-West Corner method

| Origin Destination | $\mathbf{4}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | Supply |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathbf{2 5}$ | 18 | 17 | 15 | 350 |
|  | $\mathbf{3 0 0}$ |  |  |  | 50 |
| 2 | 24 | 19 | 13 | 11 | 350 |
| 3 | 22 | 14 | 12 | 10 | 400 |
| Demand | 300 | 300 | 250 | 250 | 1100 |
|  | 0 |  |  |  |  |

## Iteration 2

## Step 1

The remaining table consists of rows 1,2 and 3 , and columns 2,3 and 4 ; its North-West Corner is cell ( $1 ; 2$ ), so $x_{12}$ enters the base.
Step 2
$x_{12}=\min \left\{a_{1} ; \mathrm{b}_{2}\right\}=\min \{50 ; 300\}=50$
$a_{1}^{\prime}=a_{1}-x_{12}=50-50=0$
$b_{2}^{\prime}=b_{2}-x_{12}=300-50=250$
Step 3
$a_{1}^{\prime}=0$ and $b_{2}^{\prime}=250$, we eliminate ligne (row) 1 .

## Step 4

We have two rows and three columns left, so we have to repeat the process from step 1 in order to operate a third iteration (see Table 4).

Table 4 Result obtained after the second iteration of the North-West Corner method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 25 | 18 | 17 | 15 | 350 |
|  | $\mathbf{3 0 0}$ | $\mathbf{5 0}$ |  |  | 0 |
| 2 | 24 | 19 | 13 | 11 | 350 |
| 3 | 22 | 14 | 12 | 10 | 400 |
| Demand | 300 | 300 | 250 | 250 | 1100 |
|  | 0 | 250 |  |  |  |

## Iteration 3

## Step 1

There are rows 2 and 3 and columns 2, 3 and 4 left, so the North-West Corner is cell (2;2), so $x_{22}$ enters the base.
Step 2
$x_{22}=\min \left\{a_{2} ; \mathrm{b}_{2}\right\}=\min \{350 ; 250\}=250$
$a_{2}=a_{2}-x_{22}=350-250=100$
$b_{2}=b_{2}-x_{22}=250-250=0$

## Step 3

$a_{2}^{\prime}=100$ and $b_{2}^{\prime}=0$, we eliminate column 2 .

## Step 4

Since there are two rows and two columns remaining, a fourth iteration is necessary (see Table 5).
Table 5 Result obtained after the third iteration of the North-West Corner method

| Origin | Destination | $\mathbf{4}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 25 | 18 | 17 | $\mathbf{1 5}$ | 350 |
|  | $\mathbf{3 0 0}$ | $\mathbf{5 0}$ |  |  | 0 |
| 2 | 24 | 19 | 13 | 11 | 350 |
|  |  | $\mathbf{2 5 0}$ |  |  | 100 |
| 3 | 22 | 14 | 12 | 10 | 400 |
| Demand | 300 | 300 | 250 | 250 | 1100 |
|  | 0 | 0 |  |  |  |

## Iteration 4

## Step 1

Row 2 and 3 and columns 3 and 4 remain, so the North-West Corner is cell (2;3), so $x_{23}$ enters the base.

## Step 2

$x_{23}=\min \left\{a_{2} ; \mathrm{b}_{3}\right\}=\min \{100 ; 250\}=100$
$a_{2}^{\prime}=a_{2}-x_{23}=100-100=0$
$b_{3}^{\prime}=b_{3}-x_{23}=250-100=150$

## Step 3

$a_{2}^{\prime}=0$ and $b_{3}^{\prime}=150$, we eliminate ligne 2.

## Step 4

Since there is one row and two columns remaining, a fifth iteration is necessary (see Table 6).
Table 6 Result obtained after the fourth iteration of the North-West Corner method

| Origin | Destination | $\mathbf{4}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 25 | 18 | 17 | 15 | 350 |
|  | 300 | 50 |  |  | 0 |
| $z$ | 24 | 19 | 13 | 11 | 350 |
|  |  | $\mathbf{2 5 0}$ | $\mathbf{1 0 0}$ |  | 0 |
| 3 | 22 | 14 | 12 | 10 | 400 |
| Demand | 300 | 300 | 250 | 250 | 1100 |
|  | 0 | 0 | 150 |  |  |

## Iteration 5

## Step 1

Row 3 and columns 3 and 4 remain, so the North-West Corner is cell $(3 ; 3)$, so $x_{33}$ goes into the base.

## Step 2

$x_{33}=\min \left\{a_{3} ; \mathrm{b}_{3}\right\}=\min \{400 ; 150\}=150$
$a_{3}^{\prime}=a_{3}-x_{33}=400-150=250$
$b_{3}^{\prime}=b_{3}-x_{33}=150-150=0$

## Step 3

$a_{3}^{\prime}=250$ and $b_{3}^{\prime}=0$, so we eliminate column 3 .

## Step 4

Since there is one row and one column left, a sixth iteration is necessary (see Table 7).
Table 7 Result obtained after the fifth iteration of the North-West Corner method

| Origin | Destination | $\mathbf{4}$ | $\mathbf{Z}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | $\mathbf{2 5}$ | $\mathbf{1 8}$ | 17 | 15 | 350 |
|  | $\mathbf{3 0 0}$ | $\mathbf{5 0}$ |  |  | 0 |
| 2 | 24 | 19 | 13 | 11 | 350 |
|  |  | $\mathbf{2 5 0}$ | $\mathbf{1 0 0}$ |  | 0 |
| 3 | 22 | 14 | 12 | 10 | 400 |
|  |  |  | 150 |  | 250 |
| Demand | 300 | 300 | 250 | 250 | 1100 |
|  | 0 | 0 | 0 |  |  |

## Iteration 6

## Step 1

Row 3 and column 4 remain, so the North-West Corner is cell (3; 4), so $x_{34}$ goes into the base.

## Step 2

$x_{34}=\min \left\{a_{3} ; \mathrm{b}_{4}\right\}=\min \{250 ; 250\}=250$
$a_{3}^{\prime}=a_{3}-x_{34}=150-150=0$
$b_{4}^{\prime}=b_{4}-x_{34}=150-150=0$

## Step 3

$a_{3}^{\prime}=250$ and $b_{4}^{\prime}=0$, so we eliminate column 4.

## Step 4

Only row 3 remains, the initial basic workable solution is found (see Table 8).
Table 8 Result obtained after the sixth iteration of the North-West Corner method

| Origin | Destination | $\mathbf{4}$ | $\mathbf{z}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{4}$ | $\mathbf{z 5}$ | $\mathbf{1 8}$ | $\mathbf{1 7}$ | 15 | 350 |
|  | $\mathbf{3 0 0}$ | $\mathbf{5 0}$ |  |  | 0 |
| 2 | 24 | 19 | 13 | 11 | 350 |
|  |  | $\mathbf{2 5 0}$ | $\mathbf{1 0 0}$ |  | 0 |
| 3 | 22 | 14 | 12 | 10 | 400 |
| Demand |  |  | $\mathbf{1 5 0}$ | $\mathbf{2 5 0}$ | 0 |
|  | 300 | 300 | 250 | 250 | 1100 |
|  | 0 | 0 | 0 | 0 |  |

We can calculate the total cost of transporting the basic non-degenerate solution, deduced from the North-West Corner method as follows:
$\mathrm{Z}=c_{11} x_{11}+c_{12} x_{12}+c_{22} x_{22}+c_{23} x_{23}+c_{33} x_{33}+c_{34} x_{34}$
$=25(300)+18(50)+19(250)+13(100)+12(150)+10(250)$
=18750

### 4.2.2. The Minimum Cost method

Let us apply the minimal matrix method to the problem in Table 2.

## Iteration 1

## Step 1

The cell $(p ; q)$ chosen is the cell $(3 ; 4)$ whose cost $(10)$ is the smallest in the entire table.

## Step 2

Calculate $x_{34}, a_{3}^{\prime}$ and $b_{4}^{\prime}$
$x_{34}=\min \left\{a_{3} ; \mathrm{b}_{4}\right\}=\min \{400 ; 250\}=250$
$a_{3}^{\prime}=a_{3}-x_{34}=400-250=150$
$b_{4}^{\prime}=b_{4}-x_{34}=250-250=0$

## Step 3

Like $a_{3}^{\prime}=150$ and $b_{4}^{\prime}=0$, we therefore eliminate column 4.

## Step 4

There are three rows (1, 2 and 3) and three columns (1,2 and 3) left, so you have to choose a new $x_{p q}$ which will in turn enter the initial basic feasible solution. Table 9 is obtained after the first iteration.

Table 9 Result obtained after the first iteration of the Minimum Cost method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 | 18 | 17 | Supply |  |
| 2 | 24 | 19 | 13 | 14 | 350 |
| 3 | 22 | 14 | 12 | 10 <br> $\mathbf{2 5 0}$ | 400 <br> 150 |
| Demand | 300 | 300 | 250 | 250 <br> 0 | 1100 |

## Iteration 2

## Step 1

The minimum cost in Table 9 is that of cell $(3 ; 3)$; we will therefore introduce $x_{33}$.

## Step 2

$x_{33}=\min \left\{a_{3} ; \mathrm{b}_{3}\right\}=\min \{150 ; 250\}=150$
$a_{3}^{\prime}=a_{3}-x_{33}=150-150=0$
$b_{3}^{\prime}=b_{3}-x_{33}=250-150=100$

## Step 3

$a_{3}^{\prime}=0$ and $b_{3}^{\prime}=100$, so we must eliminate row 3 .

## Step 4

Table 10 Result obtained after the second iteration of the Minimum Cost method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Supply |  |  |  |  |
| 1 | 25 | 18 | 17 | 15 | 350 |
| 2 | 24 | 19 | 13 | 14 | 350 |
| 3 | 22 | 14 | 12 | 10 | 400 |
|  |  |  | $\mathbf{1 5 0}$ | $\mathbf{2 5 0}$ | 0 |
| Demand | 300 | 300 | 250 | 250 | 1100 |
|  |  |  | 100 | 0 |  |

Since there are two rows and three columns left, we are not finished, so we are looking for the third $x_{p q}$ which will in turn enter the initial basic workable solution.

Table 10 is obtained after the second iteration.

## Iteration 3

## Step 1

The minimum cost on rows 1 and 2 , and columns 1,2 and 3 is 13 , which is the cost of cell $(2 ; 3)$.

## Step 2

$x_{23}=\min \left\{a_{2} ; \mathrm{b}_{3}\right\}=\min \{350 ; 100\}=100$
$a_{2}^{\prime}=a_{2}-x_{23}=350-100=250$
$b_{3}^{\prime}=b_{3}-x_{23}=100-100=0$

## Step 3

$a_{2}^{\prime}=250$ and $b_{3}^{\prime}=0$, so column 3 must be eliminated.

## Step 4

There are two rows and two columns left, so we need to do a fourth iteration.
Table 11 is obtained after the third iteration.
Table 11 Result obtained after the third iteration of the Minimum Cost method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 | 18 | 17 | Supply |  |
| 2 | 24 | 19 | 13 | 11 | 350 |
|  |  |  | $\mathbf{1 0 0}$ |  | 250 |
| 3 | 22 | 14 | 12 | 10 | 400 |
| Demand |  |  | $\mathbf{1 5 0}$ | $\mathbf{2 5 0}$ | 0 |
|  | 300 | 300 | 250 | 250 | 1100 |
|  |  |  | 0 | 0 |  |

## Iteration 4

## Step 1

The minimum cost on rows 1 and 2 , and columns 1 and 2 is 18 , which is the cost of cell $(1 ; 2)$.

## Step 2

$x_{12}=\min \left\{a_{1} ; \mathrm{b}_{2}\right\}=\min \{350 ; 300\}=300$
$a_{1}^{\prime}=a_{1}-x_{12}=350-300=50$
$b_{2}^{\prime}=b_{2}-x_{12}=300-300=0$

## Step 3

$a_{1}^{\prime}=50$ and $b_{2}^{\prime}=0$, so column 2 must be eliminated .

## Step 4

There are two rows and one column left, so we need to do a fifth iteration. Table 12 is obtained after the fourth iteration.
Table 12 Result obtained after the fourth iteration of the Minimum Cost method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | Supply |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 | 18 | 17 | 15 | 350 |  |
|  |  | $\mathbf{3 0 0}$ |  |  | 50 |  |
| 2 | 24 | 19 | 13 | 11 | 350 |  |
|  |  |  | $\mathbf{1 0 0}$ |  | 250 |  |
| 3 | 22 | 14 | 12 | 10 | 400 |  |
|  |  |  | $\mathbf{1 5 0}$ | $\mathbf{2 5 0}$ | 0 |  |
| Demand | 300 | 300 | 250 | 250 | 1100 |  |
|  |  | 0 | 0 | 0 |  |  |

## Iteration 5

## Step 1

The minimum cost of Table 12 remaining is 24 , which is the cost of the cell $(2 ; 1)$.

## Step 2

$x_{21}=\min \left\{a_{2} ; \mathrm{b}_{1}\right\}=\min \{250 ; 300\}=250$
$a_{2}=a_{2}-x_{21}=250-250=0$
$b_{1}^{\prime}=b_{1}-x_{21}=300-250=50$

## Step 3

$a_{2}^{\prime}=0$ and $b_{1}^{\prime}=50$, so we have to eliminate row 2 .

## Step 4

There is one row and one column left, so we need to do a sixth iteration. Table 13 is obtained after the fifth iteration.
Table 13 Result obtained after the fifth iteration of the Minimum Cost method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | Supply |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 | 18 | 17 | 15 | 350 |  |
|  |  | $\mathbf{3 0 0}$ |  |  | 50 |  |
| 3 | 24 | 19 | 13 | 11 | 350 |  |
|  | $\mathbf{2 5 0}$ |  | $\mathbf{1 0 0}$ |  | 0 |  |
| Demand | 22 | 14 | 12 | 10 | 400 |  |
|  |  |  | $\mathbf{1 5 0}$ | $\mathbf{2 5 0}$ | 0 |  |
|  | 300 | 300 | 250 | 250 | 1100 |  |
|  | 50 | 0 | 0 | 0 |  |  |

## Iteration 6

## Step 1

The only $x_{p q}$ that can still enter the base is $x_{11}$.

## Step 2

$x_{11}=\min \left\{a_{1} ; \mathrm{b}_{1}\right\}=\min \{50 ; 50\}=50$
$a_{1}=a_{1}-x_{11}=50-50=0$
$b_{1}^{\prime}=b_{1}-x_{11}=50-50=0$

## Step 3

$a_{1}^{\prime}=0$ and $b_{1}^{\prime}=0$, row 1 is the last of the rows, so we eliminate column 1 .

## Step 4

Only row 1 remains, so we're done.
The basic feasible solution is given in Table 14.

Table 14 Result obtained after the sixth iteration of the Minimum Cost method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathbf{2 5}$ | 18 | $\mathbf{1 7}$ | 15 | 350 |
|  | $\mathbf{5 0}$ | $\mathbf{3 0 0}$ |  |  | 0 |
| $z$ | 24 | 19 | 13 | 14 | 350 |
|  | $\mathbf{2 5 0}$ |  | $\mathbf{1 0 0}$ |  | 0 |
| 3 | 22 | 14 | 12 | 10 | 400 |
|  |  |  | $\mathbf{1 5 0}$ | $\mathbf{2 5 0}$ | 0 |
| Demand | $\mathbf{3 0 0}$ | $\mathbf{3 0 0}$ | $\mathbf{2 5 0}$ | $\mathbf{2 5 0}$ | 1100 |
|  | 0 | 0 | 0 | 0 |  |

The total cost of transport generated by this method is evaluated as follows:
$\mathrm{z}=c_{11} x_{11}+c_{12} x_{12}+c_{21} x_{21}+c_{23} x_{23}+c_{33} x_{33}+c_{34} x_{34}$
$=25(50)+18(300)+24(250)+13(100)+12(150)+10(250)$
$=18250$
The Minimum Cost method generates a better base solution than that obtained with the Northwest Corner Method, with a lower overall transport cost.

### 4.3. Testing the initial base solution for optimality

We apply the Modified Distribution method to test the optimality of the base solutions previously generated, respectively by the Northwest Corner method and the Minimum Cost method.

### 4.3.1. Optimality test of the basic solution generated by the Northwest Corner method

## Iteration 1

## Step 1

Calculate $u_{i}$ and $v_{j}$ for all allocated cells, by the relation $u_{i}+v_{j}=c_{i j}$, where $c_{i j}$ is the unit transport cost for cell $(i ; j)$.

From the basic solution generated by the Northwest Corner method, we have the following reduced equations:
$\left\{\begin{array}{l}x_{11}: u_{1}+v_{1}=25 \\ x_{12}: u_{1}+v_{2}=18 \\ x_{22}: u_{2}+v_{2}=19\end{array} ;\left\{\begin{array}{l}x_{23}: u_{2}+v_{3}=13 \\ x_{33}: u_{3}+v_{3}=12 \\ x_{34}: u_{3}+v_{4}=10\end{array}\right.\right.$

## Step 2

We set $u_{1}=0$ and we get:
$v_{1}=25 ; v_{2}=18 ; u_{2}=1 ; v_{3}=12 ; u_{3}=0$ and $v_{4}=10$.

## Step 3

Evaluate all blank cells by formula $\Delta_{i j}=c_{i j}-u_{i}-v_{j}$ :
$\left\{\begin{array}{l}x_{13}: \Delta_{13}=c_{13}-u_{1}-v_{3}=17-0-12=5 \\ x_{14}: \Delta_{14}=c_{14}-u_{1}-v_{4}=15-0-10=5 \\ x_{21}: \Delta_{21}=c_{21}-u_{2}-v_{1}=24-1-25=-2\end{array} ;\left\{\begin{array}{l}x_{24}: \Delta_{24}=c_{24}-u_{2}-v_{4}=11-1-10=0 \\ x_{31}: \Delta_{31}=c_{31}-u_{3}-v_{1}=22-0-25=-3 \\ x_{32}: \Delta_{32}=c_{32}-u_{3}-v_{2}=14-0-18=-4\end{array}\right.\right.$
Not all $\Delta_{i j}$ 's are positive, so the resulting base solution is not optimal.

## Step 4

We see that the cell $(3 ; 2)$ has the most negative improvement index, so the maximum amount of material to be introduced into this cell is:
$x_{32}^{\prime}=\min \left\{x_{22} ; x_{33}\right\}=\min \{250 ; 150\}=150$
It follows that:
$x_{23}^{\prime}=x_{23}+x_{32}^{\prime}=100+150=250$
$x_{22}=x_{22}-x_{32}=250-150=100$
$x_{33}^{\prime}=x_{33}-x_{32}^{\prime}=150-150=0$
Cell $(3 ; 2)$ enters the base, but cell $(3 ; 3)$ exits.
After change of base, we obtain Table 15.
Table 15 First change of the basic solution obtained by the North-West Corner method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 <br> $\mathbf{3 0 0}$ | 18 <br> $\mathbf{5 0}$ | $\mathbf{1 7}$ | 15 | 350 |
| 2 | 24 | 19 <br> $\mathbf{1 0 0}$ | 13 <br> $\mathbf{2 5 0}$ | 11 | 350 |
|  |  | 22 | $\mathbf{1 4}$ | 12 | 10 |
| 3 |  | $\mathbf{1 5 0}$ |  | $\mathbf{2 5 0}$ |  |
| Demand | 300 | 300 | 250 | 250 | 1100 |

## Iteration 2

## Step 1

$\left\{\begin{array}{l}x_{11}: u_{1}+v_{1}=25 \\ x_{12}: u_{1}+v_{2}=18 \\ x_{22}: u_{2}+v_{2}=19\end{array} ;\left\{\begin{array}{l}x_{23}: u_{2}+v_{3}=13 \\ x_{32}: u_{3}+v_{2}=14 \\ x_{34}: u_{3}+v_{4}=10\end{array}\right.\right.$

## Step 2

We set $u_{1}=0$ and we get:
$v_{1}=25 ; v_{2}=18 ; u_{2}=1 ; v_{3}=12 ; u_{3}=-4$ and $v_{4}=14$.

## Step 3

$\left\{\begin{array}{l}x_{13}: \Delta_{13}=c_{13}-u_{1}-v_{3}=17-0-12=5 \\ x_{14}: \Delta_{14}=c_{14}-u_{1}-v_{4}=15-0-14=1 \\ x_{21}: \Delta_{21}=c_{21}-u_{2}-v_{1}=24-1-25=-2\end{array} ; \quad\left\{\begin{array}{l}x_{24}: \Delta_{24}=c_{24}-u_{2}-v_{4}=11-1-14=-4 \\ x_{31}: \Delta_{31}=c_{31}-u_{3}-v_{1}=22-(-4)-25=1 \\ x_{33}: \Delta_{33}=c_{33}-u_{3}-v_{3}=12-(-4)-12=4\end{array}\right.\right.$

## Step 4

Cell $(2 ; 4)$ has the most negative improvement index, so the maximum amount of material to be introduced into this cell is:
$x_{24}^{\prime}=\min \left\{x_{22} ; x_{34}\right\}=\min \{100 ; 250\}=100$
It follows that:
$x_{32}^{\prime}=x_{32}+x_{24}^{\prime}=150+250=400$
$x_{22}^{\prime}=x_{22}-x_{24}^{\prime}=100-100=0$
$x_{34}^{\prime}=x_{34}-x_{24}^{\prime}=250-100=150$
Cell $(2 ; 2)$ comes out of the base, but cell $(2 ; 4)$ enters.
After changing the base, we obtain Table 16.

Table 16 Second change of the basic solution obtained by the North-West Corner method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 <br> $\mathbf{3 0 0}$ | 18 <br> $\mathbf{5 0}$ | $\mathbf{1 7}$ | 15 | 350 |
| 2 | 24 | 19 | 13 <br> $\mathbf{2 5 0}$ | 11 <br> $\mathbf{1 0 0}$ | 350 |
| 3 |  | 22 | $\mathbf{1 4}$ | 12 | 10 |
|  |  | $\mathbf{4 0 0}$ |  | $\mathbf{1 5 0}$ |  |
| Demand | 300 | 300 | 250 | 250 | 1100 |

## Iteration 3

## Step 1

$\left\{\begin{array}{l}x_{11}: u_{1}+v_{1}=25 \\ x_{12}: u_{1}+v_{2}=18 \\ x_{23}: u_{2}+v_{3}=13\end{array} ;\left\{\begin{array}{l}x_{24}: u_{2}+v_{4}=11 \\ x_{32}: u_{3}+v_{2}=14 \\ x_{34}: u_{3}+v_{4}=10\end{array}\right.\right.$

## Step 2

We set $u_{1}=0$ and we get:
$v_{1}=25 ; v_{2}=18 ; u_{3}=-4 ; u_{2}=-3 ; v_{3}=16$ and $v_{4}=14$.

## Step 3

$$
\left\{\begin{array}{l}
x_{13}: \Delta_{13}=c_{13}-u_{1}-v_{3}=17-0-16=1 \\
x_{14}: \Delta_{14}=c_{14}-u_{1}-v_{4}=15-0-14=1 \\
x_{21}: \Delta_{21}=c_{21}-u_{2}-v_{1}=24-(-3)-25=2
\end{array} ; \quad\left\{\begin{array}{l}
x_{22}: \Delta_{22}=c_{22}-u_{2}-v_{2}=19-(-3)-18=4 \\
x_{31}: \Delta_{31}=c_{31}-u_{3}-v_{1}=22-(-4)-25=1 \\
x_{33}: \Delta_{33}=c_{33}-u_{3}-v_{3}=12-(-4)-16=0
\end{array}\right.\right.
$$

All the $\Delta_{i j}$ values are positive or zero, so the solution obtained is optimal.

$$
\begin{aligned}
& \mathrm{z}=c_{11} x_{11}+c_{12} x_{12}+c_{23} x_{23}+c_{24} x_{24}+c_{32} x_{32}+c_{34} x_{34} \\
& =17850
\end{aligned}
$$

### 4.3.2. Optimality test of the base solution generated by the Minimum Cost method

## Iteration 1

## Step 1

From the basic solution generated by the Minimum Cost method, we have the following reduced equations:
$\left\{\begin{array}{l}x_{11}: u_{1}+v_{1}=25 \\ x_{12}: u_{1}+v_{2}=18 \\ x_{21}: u_{2}+v_{1}=24\end{array} ; \quad\left\{\begin{array}{l}x_{23}: u_{2}+v_{3}=13 \\ x_{33}: u_{3}+v_{3}=12 \\ x_{34}: u_{3}+v_{4}=10\end{array}\right.\right.$

## Step 2

We set $u_{1}=0$ and we get :
$v_{1}=25 ; v_{2}=18 ; u_{2}=-1 ; v_{3}=14 ; u_{3}=-2$ and $v_{4}=12$.

## Step 3

$$
\left\{\begin{array}{l}
x_{13}: \Delta_{13}=c_{13}-u_{1}-v_{3}=17-0-14=3 \\
x_{14}: \Delta_{14}=c_{14}-u_{1}-v_{4}=15-0-12=3 \\
x_{22}: \Delta_{22}=c_{22}-u_{2}-v_{2}=19-(-1)-18=2
\end{array} ; \quad\left\{\begin{array}{l}
x_{24}: \Delta_{24}=c_{24}-u_{2}-v_{4}=11-(-1)-12=0 \\
x_{31}: \Delta_{31}=c_{31}-u_{3}-v_{1}=22-(-2)-25=-1 \\
x_{32}: \Delta_{32}=c_{32}-u_{3}-v_{2}=14-(-2)-18=-2
\end{array}\right.\right.
$$

## Step 4

We see that cell $(3 ; 2)$ has the most negative improvement index, so the maximum amount of material to be introduced into this cell is:
$x_{32}^{\prime}=\min \left\{x_{21} ; x_{12}\right\}=\min \{250 ; 300\}=250$
It follows that:
$x_{11}^{\prime}=x_{11}+x_{32}^{\prime}=50+250=300$
$x_{21}^{\prime}=x_{21}-x_{32}^{\prime}=250-250=0$
$x_{12}^{\prime}=x_{12}-x_{32}^{\prime}=300-250=50$
Cell $(3 ; 2)$ enters the base, but cell $(2 ; 1)$ exits.
After changing the base, we obtain Table 17.

Table 17 Change of the basic solution obtained by the Minimum Cost method

| Origin | Destination | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25 <br> $\mathbf{3 0 0}$ | 18 <br> $\mathbf{5 0}$ | $\mathbf{1 7}$ | 15 | 350 |
| 2 | 24 | 19 | 13 <br> $\mathbf{1 0 0}$ | 11 | 350 |
| 3 | 22 | 14 <br> $\mathbf{2 5 0}$ | 12 <br> $\mathbf{1 5 0}$ | 10 <br> $\mathbf{2 5 0}$ | 400 |
| Demand | 300 | 300 | 250 | 250 | 1100 |

## Iteration 2

## Step 1

$\left\{\begin{array}{l}x_{11}: u_{1}+v_{1}=25 \\ x_{12}: u_{1}+v_{2}=18 \\ x_{23}: u_{2}+v_{3}=13\end{array} ; \quad\left\{\begin{array}{l}x_{32}: u_{3}+v_{2}=14 \\ x_{33}: u_{3}+v_{3}=12 \\ x_{34}: u_{3}+v_{4}=10\end{array}\right.\right.$

## Step 2

We set $u_{1}=0$ and we get:
$v_{1}=25 ; v_{2}=18 ; u_{3}=-4 ; v_{3}=16 ; u_{2}=-3$ and $v_{4}=14$.

## Step 3

$$
\left\{\begin{array}{l}
x_{13}: \Delta_{13}=c_{13}-u_{1}-v_{3}=17-0-16=1 \\
x_{14}: \Delta_{14}=c_{14}-u_{1}-v_{4}=15-0-14=1 \\
x_{21}: \Delta_{21}=c_{21}-u_{2}-v_{1}=24-(-3)-25=2
\end{array} ; \quad\left\{\begin{array}{l}
x_{22}: \Delta_{22}=c_{22}-u_{2}-v_{2}=19-(-3)-18=4 \\
x_{24}: \Delta_{24}=c_{24}-u_{2}-v_{4}=11-(-3)-14=0 \\
x_{31}: \Delta_{31}=c_{31}-u_{3}-v_{1}=22-(-4)-25=1
\end{array}\right.\right.
$$

All the $\Delta_{i j}$ values are positive or zero, so the solution obtained is optimal.
$\mathrm{Z}=c_{11} x_{11}+c_{12} x_{12}+c_{23} x_{23}+c_{32} x_{32}+c_{33} x_{33}+c_{34} x_{34}$
$=17500$

We see that after the application of the optimality test in the search for the optimal solution, the Minimum Cost Method is the one that generates the most optimum cost (The lowest cost). It is therefore this method that leads to obtaining the optimal transport network.

The optimal transport network is given by Figure 4


Figure 4 The optimal transport network

## 5. Conclusion

At the end of the drafting of this paper, we have deployed a heuristic approach to optimize the transport problem mechanical parts of a production plant. Starting from the graphical modeling of this transport problem, we first deduced the matrix formulation. Then, we embarked on the search for the basic solution by two heuristics: the Northwest Corner method and the Minimum Cost method, and we obtained feasible basic solutions. Finally, by an optimality test, the Modified Distribution method showed that the base solutions obtained previously are not optimal. In improving these solutions, one obtains a better optimal solution, when one improves the base solution generated by the Minimum Cost method.
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