Enhancing image authenticity: A new approach for binary fake image classification using DWT and swin transformer
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Abstract

The rise of social media and the easy sharing of images has led to a big increase in fake photos, making it tough to trust what we see. The proposed study, in a constructive way, presents a method of distinguishing fake from real images by the Swin Transformer and DWT (Discrete Wavelet Transform) correctly and efficiently. To capture the most features, the Swin Transformer processes the data on various levels. DWT can segment images into several frequency components required to recover different objects. It can also create a map containing all the sudden changes or discrepancies between fake images and real images by drawing features along edges and textures; It produces features across everything around the local image that are vital for detecting these things. This model is very good at tolerating noise and compression errors, making it applicable to various types of images or image manipulation. However, it focuses on local details and spatial changes. It can also pre-process and down sample image data before feeding it into Swin Transformer; possibly reducing the processing demands of the model. Using this self-attention mechanism allows the Swin Transformer to understand how different parts of an image are connected and what's going on in a bigger context. That knowledge base allows it to identify strange or unnatural patterns in its own edited photos, such as discolored areas and certain textures. Due to the hierarchical architecture of the system, it is quickly able to comprehend compounded image details and relationships which as a result has a better capability of discriminating between real and manipulated images. Putting it simply, we could come up with an attractive way to identify fake images from real ones by combining Wavelet transform and the Swin Transformer approach. This process can increase the extraction of features improve the ability and reliability of the model reduce complexity. It is an enabling technique to produce further effective solutions against the emerging problem of image manipulation and deceit in digital media. "Our research provides a strong foundation for detecting altered images and digital media, with an accuracy rate greater than 91% accuracy rate and surpassing current techniques. It can even detect minor image alterations, providing a dependable solution for digital image fraud.
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1 Introduction

With a user base of over 3.8 billion people worldwide, social media platforms like Facebook, Twitter, Instagram, and Weibo have accelerated the dissemination of news and heightened public sentiment. Destructive content and false information have been disseminated by these sites[1-3]. reveals that about 64% of individuals require explanations because of misleading data. Similar research by CIGI-IPSOS and the Internet Society found that Facebook and Twitter disseminate fake news at the quickest rates[4-6]. In this paper, the Swin transformer method was used, and the reason for using it is that it works effectively as a versatile basis for computer vision, which represents a new vision. There are several differences between several fields, whether visual or verbal, whose difficulty lies in adapting a variable from
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one to another. For example, the differences in the size of visual entities. When comparing images to text, we notice that images contain a much larger number of pixels compared to text, which is less [7-8]. In addition to the Swin transformer, the discrete waveform transformer (DWT) method was used in this research to divide images into frequency components, which has an effective role in making visual data patterns visible, in addition to making an analysis method to detect the frequency pattern of the image in detecting the fake image from the real one [9-10]. The main goal of the fusion method of the proposed method is accurate detection and fast processing, in addition to improving the quality of image resolution using DWT. The proposed method provides a strong framework for detecting and identifying fake images using the proposed method. The effective role was to distinguish between the changing information of the image and detect fake images from the real ones. This in turn contributes to providing safety and protecting the integrity of the visual data of the images. The proposed method has proven its methodology in enhancing efficiency and its resistance to identifying fake images, which in itself is a challenge for the field of the digital world. The research for the proposed method is organized as follows: The second section describes the methodology used to develop the classification model. Section 3 presents the results and analyses of the proposed approach, while Section 4 presents the final study observations and conclusions.

1.1 Related work

In this section, several studies related to this work are discussed. Gulzar, Y., in 2023, used 26,149 images of 40 different types of fruits to experiment with a modified version of MobileNetV2 architecture. The modified model, TL-MobileNetV2, achieved an accuracy of 99%, 3% higher than MobileNetV2, and a 1% error rate. Transfer learning and dropout techniques helped reduce overfitting, resulting in better results than AlexNet, VGG16, InceptionV3, and ResNet [11]. Xin Ning and others, in 2023, present an HSCF neuron model for feature processing, offering flexibility and effectiveness, and reducing dependence on training samples. It is compact hyper-sausage geometry and divisive iteration method improve classification. However, it requires iterative classifiers, larger volumes, and storage space. Future work aims to improve neurons, train on standard datasets, and explore higher-dimensional coverage geometries [12]. Juan E. Arco and others, in 2023, present a Bayesian Deep Learning-based multi-level ensemble classification system for pulmonary pathologies and Parkinson’s disease diagnosis. The system maximizes performance while considering uncertainty in each decision. The system achieves an accuracy of 98.19% in pulmonary pathologies and 95.31% in Parkinson’s disease diagnosis, demonstrating its applicability for clinicians due to reduced preprocessing and reliable predictions [13]. Baisen Liu and others, in 2023, introduced a new HSI classification approach using a spectral Swin Transformer network. The network enhances feature representation and contextual information, improving classification results. Experiments show accuracies of 97.46%, 99.7%, and 99.8% on public HSI datasets using the AdamW optimizer, and good generalization ability for new datasets [14]. Ruina Sun and others, in 2023, evaluated the Swin Transformer model’s performance in lung cancer classification and segmentation. Pre-trained Swin-B achieved a top-1 accuracy of 82.26% in classification, outperforming ViT by 2.529%. Swin-S improved in segmentation by demonstrating mean Intersection over Union (mIoU) improvement, suggesting pre-training can enhance model accuracy [15]. T Balakrishna and others, in 2023, studied the Images that based on pixel color intensity or visual appearance, are crucial in medical imaging for managing and treating medical conditions. CT and MRI are examples of medical imaging techniques that provide comprehensive information through computer processing. The process of fusing two images using a Discrete Wavelet Transform (DWT) technique has been previously studied. This paper demonstrates the best image fusion method for a DWT technique, achieving significant detail. The method can be implemented using nine combinations of Mean-Max-Min fusion methods. The analysis and implementation of the fusion method using the DWT technique were conducted [16]. A. A. Asma and others, in 2023 [17], focused on identifying Iraqi car plates to determine their location and paper origin. The new algorithm is used to identify each number on the sheet with a special color used. To analyze the image data, an evolutionary neural network was trained, and achieved good results, reaching 95 percent accuracy. The benefit of the method used is to determine the source and location of the vehicle within the framework environment. In this paper, the main contribution of this study is a new idea for spotting fake images. The idea of this work is to combine discrete wavelet transform (DWT) with a Swin transformer. The combination can capture subtle variations in images to distinguish what is real from fake. It is promising, therefore, in sorting out fake images and could improve how features are extracted from images and models made adaptable and sturdy, and make models simpler. This could be the game-changer in fighting the rise of fake images and misinformation on the internet.

2 The Proposed Structure

The proposed framework in this study incorporates aspects of both conversion and converters to develop a usable technique for identifying fabricated images. By contrasting the terms transformation and transformer, the former alludes to the act or condition of change, whereas the latter signifies an entity that undergoes alteration and assumes a novel embodiment distinct from its preceding form. To employ the proposed structure, images are initially evaluated as genuine or manipulated (not genuine) and introduced to the system. Then, one level DWT is applied to the image to extract features from each of the four bands (LL, LH, HL, and HH). The image is then enhanced by duplicating the values
of three bands (LH, HL, and HH) and keeping the original values of the LL band (approximate information of the image). The enhanced image is then fed to the binary classifier model (Swin transformer) to distinguish between real and fake images. The flow chart of the proposed Structure is shown in Figure 1, and in the following subsections, it will be explained in detail.

![Figure 1 Proposed Structure Flow-Chart](image)

2.1 The Data Set
A dataset of images, both fake and real, categorized as either true or fraudulent, is compiled. The used dataset is on the website Kaggle, the link to the dataset is - https://www.kaggle.com/datasets/vighneshanand/oil-spill-dataset-binary-image-classification.

2.2 Image Enhancement
Image enhancement is the modification of digital images to make them ideal for display or further investigation. For that, one can reduce noise, enhance sharpness, or increase brightness in an image, thus facilitating the identification of important features, and there are a lot of researchers working on that using different methods and techniques in both special and frequency domains [18-19]. Direct manipulation of an image's pixels is possible with spatial domain techniques. The coordinate system of the image—also referred to as the spatial domain—is where this process takes place. However, an image is converted from the spatial domain to the frequency domain using frequency domain techniques. Mathematical transformations, including the Fourier and Wavelet transforms, are employed in this procedure. You can alter the image by adjusting its frequency components [20-21]. This study proposed, working on the frequency domain using Discrete Wavelet Transform (DWT) just like an enhancement method as shown in Figure 2:

![Figure 2 Image Enhancement](image)

Step 1: Apply one-level Decomposition of DWT (for each channel of the image R, G, and B) and get four bands (LL, LH, HL, and HH) to extract features from an input image by using two filters (Low and High filter). The low filter passes the low frequencies (Approximate) information (the most important Feature) while the high filter passes the rest (Details) frequencies (high frequencies information).
Step 2: Set the (Approximate) Low Low band (LL) to zero and duplicate the other bands (LH, HL, and HH) by two to get strong features (edges) and keep the basic and main form of the original image with enhancement.

Step 3: Reconstruct the image and return it to the spatial domain using the original values of the approximate band and the duplicated bands, to prepare it after enhancement for the classifier model.

2.3 The Binary Classifier using Swin Transformer

The Swin Transformer is an improved version of the Vision Transformer architecture. The model constructs hierarchical feature maps by combining picture patches in deeper layers. It achieves linear computational cost concerning the input image size since it only computes self-attention inside each local window. Therefore, it may function as a versatile foundation for both tasks involving categorizing images and ones involving accurately identifying objects. Conversely, earlier vision Transformers generate feature maps with a single, low level of detail and need quadratic computational cost concerning the input picture size, as a result of performing global self-attention computations [22-23]. The Swin Transformer architecture consists of a hierarchical structure of stages, where each stage contains a set of blocks. The blocks are composed of several layers of attention and feedforward neural networks. Figure 5 shows the architecture of the Swin transformer. The Swin Transformer consists of many components, including the Patch Partition and four stages, where in the first stage Linear Embedding and Swin transformer block are applied, and in the other three stages, Patch Merging and Swin transformer block are applied. Below is an explanation of each of these parts, the Figure 3-16 shows the applied Patch partition on the input image. [24].
The proposed architecture in this study, resulting from the combination of DWT and Swin transformer, gave the power to detect any slight modifications in the images and thus classify them as fake and distinguish them from the original with accurate results.

### 3 Results of the proposed Structure

This section discusses the study's findings, which showed that even minute image modifications could be recognized, labeled as fake, and separated from the original with precise results using DWT [LH, HL, and HH] and Swin transformers. Precision, recall, f-measure, accuracy, sensitivity, and specificity are determined as indicated in (Eqs. 1, 2, 3, 4, 5, Eq. 6)[25–26] and will be used to evaluate a classifier.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{1}
\]

Positive instance recall or sensitivity are highly impacted by the actual positive rate (T.P.) and false positive rate.

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{2}
\]

The accuracy, false-negative rate (F.N.), and percentage of accurate predictions are computed using the following formula.

\[
\text{Accuracy} = \frac{(TP + FP)}{(TP + TN + FP + FN)} \tag{3}
\]

True negative" is denoted by "T.N.", whereas "sensitivity" refers to the quantity of positive records that yield the intended outcome.

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{4}
\]

Accurately sorting positive records from each positive paper is what is meant by particularity.

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{5}
\]

The F-measure analyzes measurements and performs numerous data recovery accuracy norms.
\[ F1 \text{ Score} = 2 \times (Recall \times Precision) / (Recall + Precision) \] (6)

False Negatives (F.N.) are used in erroneous classification, whilst True Positives (T.P.) and False Positives (F.P.) are used in proper classification. The sensitivity and specificity of a test define how accurately it can classify documents. The result is shown in Fig. 6 Confusion Matrix for fake and real images. "fake" images are represented using class 0, and "real" images are represented using class 1. The method proposed predicted 958 images as "fake," and all of these predictions were correct (true negatives), and 1102 images as "real," and all of these predictions were correct as well (true positives). There are no false positives or false negatives, which means the model did not mistakenly label any "fake" images as "real" or any "real" images as "fake." This is an ideal result, showing 100% accuracy in this specific test dataset. It could suggest that the model is very well-tuned to the particular characteristics of the test set.

![Confusion Matrix for fake and real images.](image)

The result is shown in Fig. 7. Confusion Matrix for a multi-class classification of fake and real images for 100 epochs, in which each class represents a different kind of classification for the images. The results are a summary as following:

- The cells along the diagonal (running from the top-left to the bottom-right) represent the count of accurate predictions for each class. The model has strong performance since the majority of predictions align closely with the diagonal.
- Off-diagonal cells show several misclassifications. For example, there were 2 instances where the model predicted class 1 for images that were class 0, 3 instances of class 2 predicted as class 0, and so on.

The highest misclassification seems to occur between class 2 and class 8, where the model predicted 30 instances of class 2 as class 8, and between class 8 and class 2 with 30 instances. To provide a more specific interpretation, I’d need to know what each class represents.

- The method proposed for the built model is best at predicting classes that have the highest numbers on the diagonal (e.g., class 1, class 5, class 7) and might benefit from further training or additional features to improve its predictions for classes where it’s making more errors.
Table 1 shows the most important results after applying the proposed method in more than one epoch. The proposed method was implemented from (10-100) and the accuracy result increased as the number of epochs increased, from 87% accuracy to 91% accuracy.

Table 1 The result of the Proposed Model Performance of different numbers of epoch

<table>
<thead>
<tr>
<th>NO epoch</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Accuracy</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>87%</td>
<td>87%</td>
<td>87%</td>
<td>87%</td>
<td>10000</td>
</tr>
<tr>
<td>20</td>
<td>88%</td>
<td>88%</td>
<td>88%</td>
<td>88%</td>
<td>10000</td>
</tr>
<tr>
<td>30</td>
<td>89%</td>
<td>89%</td>
<td>89%</td>
<td>89%</td>
<td>10000</td>
</tr>
<tr>
<td>40</td>
<td>89.61%</td>
<td>89.63%</td>
<td>89.59%</td>
<td>89.63%</td>
<td>10000</td>
</tr>
<tr>
<td>50</td>
<td>89.98%</td>
<td>90%</td>
<td>89.96%</td>
<td>90%</td>
<td>10000</td>
</tr>
<tr>
<td>60</td>
<td>90.33%</td>
<td>90.34%</td>
<td>90.30%</td>
<td>90.34%</td>
<td>10000</td>
</tr>
<tr>
<td>70</td>
<td>90.43%</td>
<td>90.45%</td>
<td>90.42%</td>
<td>90.45%</td>
<td>10000</td>
</tr>
<tr>
<td>80</td>
<td>90.66%</td>
<td>90.67%</td>
<td>90.63%</td>
<td>91%</td>
<td>10000</td>
</tr>
<tr>
<td>90</td>
<td>90.77%</td>
<td>90.78%</td>
<td>90.75%</td>
<td>90.78%</td>
<td>10000</td>
</tr>
<tr>
<td>100</td>
<td>90.93%</td>
<td>90.94%</td>
<td>90.91%</td>
<td>91%</td>
<td>10000</td>
</tr>
</tbody>
</table>

A receiver operating characteristic (ROC) curve for the recommended strategy is shown in Fig. 8. As the discrimination threshold is changed, this curve shows how a binary classifier system can be diagnostic. The true positive rate (TPR), also known as recall or sensitivity, is graphed against the false positive rate (FPR) to create the curve. The FPR, which indicates specificity at various threshold values, in this graph begins at 0 and remains extremely near to 0 as the curve shifts to the right, suggesting that the classifier is not generating many false positives. This ROC curve shows the true positive rate (TPR) on the y-axis and the false positive rate (FPR) on the x-axis. When both curves in this graph reach their peaks, the TPR is 1, or 100%. The classifier represented by the dashed diagonal line, makes arbitrary estimates, usually producing an AUC of 0.5. A curve above this line should be present in any useful classifier. The class 0 and class 1 ROC curves The area under the curve (AUC) for both curves is 1.00, the highest value that can be obtained, and indicates complete discrimination between positive and negative cases for both classes. This suggests that both the true positive and false positive rates are remarkably low. The model has achieved flawless learning ability to discriminate between categories, even with highly different and separable data. If the data is overfitting, the model may not generalize well to previously unknown data since it learned the training set of data—which includes noise and outliers—too well.
Conclusion

This study introduces a new structure for identifying counterfeit images. The classification of fake and real images is achieved by applying the Discrete Wavelet Transform (DWT) and Swin transformers. To improve the image while preserving its original shape, the Low Low band (LL) can be adjusted to zero and the other bands (LH, HL, and HH) can be duplicated by two. This will result in strong features, particularly edges while maintaining the fundamental structure of the original image. After applying DWT for improved accuracy in image classification, the Swin Transformer combines the distinct shift window and global self-attention computation. The experimental results exhibit a level of performance that is comparable to other datasets. The trials revealed that the approach possessed the capability to identify even minor alterations in the photos, enabling it to accurately categorize them as counterfeit and differentiate them from the authentic ones. In the future, the suggested model will also offer a viable method for classifying deep fake models that rely on Vision Transformer.
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