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Abstract 

The increasing prevalence of deepfake media has led to significant advancements in detection models, but these models 
remain vulnerable to adversarial attacks that exploit weaknesses in deep learning architectures. This study investigates 
the vulnerability and robustness of video-based deepfake detection models, specifically comparing a Long Short-Term 
Convolutional Neural Network (LST-CNN) with adversarial perturbations using the Fast Gradient Sign Method (FGSM) 
attacks. We evaluate the performance of the models under both clean and adversarial conditions, highlighting the 
impact of adversarial modifications on detection accuracy. Our results show that adversarial attacks, even with slight 
perturbations, significantly reduce the accuracy of the models, with the baseline LST-CNN experiencing sharp 
performance degradation under FGSM attacks. However, models trained with adversarial examples exhibit enhanced 
resilience, maintaining higher accuracy under attack conditions. The study also evaluates defense strategies, such as 
adversarial training and input preprocessing, that help improve model robustness. These findings underscore the 
critical need for robust defense mechanisms to secure deepfake detection models and provide insights into improving 
model reliability in real-world applications, where adversarial manipulation is a growing concern.  
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1. Introduction

Deepfake technology, a term used for manipulating or fabricating media content, particularly images and videos, has 
emerged as both a fascinating and alarming innovation. The capability to create hyper-realistic fake media has advanced 
significantly, making it easier to forge visual and audio content without specialized skills. Unlike traditional methods of 
manipulation such as using software like Adobe Photoshop to alter images, deepfakes leverage machine learning 
algorithms, particularly Generative Adversarial Networks (GANs), to generate convincing fake videos and images 
autonomously. This technology has made it possible to swap faces, modify facial expressions, and even generate entirely 
new voices, leading to media that can mimic real-world events or people in an unnervingly authentic way [1,2]. 

The first widely known "deepfake" video was released in 2017, sparking significant public interest and concern. In this 
case, a celebrity's face was replaced with that of a pornographic actor, highlighting the potential for harmful uses of the 
technology [3]. Since then, deepfakes have proliferated, with the number of videos deepfakes tripling and audio 
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deepfakes increasing eightfold in 2023 alone [4]. The rapid rise in deepfake content poses significant challenges, 
especially on social media platforms, where such content can spread misinformation, manipulate public opinion, or 
infringe on personal privacy. 

While the use of deepfakes for deception is a major concern, the technology also has potential positive applications, such 
as in filmmaking, digital communications, healthcare, and entertainment [5]. However, despite its potential benefits, the 
negative implications of deepfake technology far outweigh the positive ones. The ability to manipulate faces, voices, and 
even emotions in a video can lead to blackmail, bullying, defamation, harassment, identity theft, intimidation, and 
revenge porn [6]. With the increasing volume of deepfakes being generated and shared, distinguishing between 
authentic and manipulated media has become a pressing issue [7]. 

Adversarial techniques, such as the Fast Gradient Sign Method (FGSM) can introduce subtle, targeted perturbations to 
the input data, causing deepfake detection models to fail [8,9]. These attacks exploit the vulnerabilities of machine 
learning models, questioning their robustness in real-world scenarios where adversaries actively seek to bypass 
detection mechanisms. 

This research focuses on the vulnerability and robustness of deepfake detection models against adversarial attacks. 
Specifically, we assess how FGSM adversarial techniques affects the performance of video-based detection models. By 
exploring the effects of these attacks on model accuracy, this study aims to highlight the weaknesses in current detection 
systems. The findings of this work are crucial for developing more robust deepfake detection systems that can withstand 
adversarial manipulation and ensure the integrity of media content in the digital age. 

1.1. Motivation 

The rapid advancement of deepfake technology has raised significant concerns regarding the authenticity and security 
of digital media. As deepfake content becomes more sophisticated, it becomes increasingly difficult to distinguish 
between real and manipulated images or videos, making it a powerful tool for misinformation, political manipulation, 
identity theft, and cybercrimes [10]. The implications of deepfakes are particularly concerning in the context of social 
media platforms, where fake media can quickly spread and influence public opinion, disrupt elections, and damage 
reputations. In fact, the rise of deepfakes has led to growing anxiety about the integrity of digital content, creating a 
need for reliable methods to detect and mitigate such threats [10]. 

The motivation behind this research lies in the growing need to enhance the resilience of deepfake detection systems 
against such adversarial manipulations. As deepfakes continue to evolve, detection models must evolve alongside them, 
incorporating robust defenses that can withstand adversarial perturbations. By assessing the impact of adversarial 
attacks on video-based deepfake detection models, this work aims to uncover critical vulnerabilities in existing systems 
and contribute to the development of more robust and reliable solutions. Strengthening these detection models will 
play a vital role in preserving the authenticity and trustworthiness of digital media, thereby protecting individuals, 
organizations, and society at large from the harmful effects of deepfakes. 

This research is essential not only for the field of cybersecurity but also for broader societal concerns, including the 
integrity of news and media, the safety of online interactions, and the prevention of identity fraud. By addressing the 
vulnerabilities in deepfake detection systems, this study will help pave the way for more effective countermeasures and 
safeguard the future of digital media authenticity. 

2. Related Work 

Deepfake technology has prompted extensive research into the detection and mitigation of manipulated media. 
Numerous techniques have been proposed to detect deepfake content, particularly focusing on the analysis of facial and 
audio features in videos and images. The majority of early research in this domain concentrated on developing 
traditional image processing methods, which were later augmented with machine learning algorithms, especially deep 
learning techniques.  

Over the past few years, there has been significant progress in developing methods to identify DeepFakes. Early research 
focused on detecting visual inconsistencies within individual frames, employing biological signals or feature extraction 
techniques using Convolutional Neural Networks (CNNs). One promising approach included the use of capsule networks 
with dynamic routing, which delivered highly accurate results by preserving spatial relationships in images. 
Furthermore, other methods have successfully localized the altered regions, particularly focusing on the face. This is 
especially important, as detecting DeepFakes is increasingly critical due to their potential to spread misinformation. 
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Some studies have proposed tracking facial landmarks to learn individual behavior patterns, which can then be used to 
distinguish between authentic and fake content [11]. 

Despite the advancements in CNNs, these same models have facilitated the generation of DeepFakes. Techniques like 
face-swapping, widely used in applications such as Snapchat, are still subpar when compared to more sophisticated 
methods. For instance, Generative Adversarial Networks (GANs) generate high-quality DeepFakes by learning from 
large datasets of images or videos. Tools like FakeApp and Faceswap, based on GANs, have been released for public use 
and enable the creation of realistic DeepFakes. In addition, algorithms such as Face2Face enable the re-enactment of 
facial expressions between source and target frames, while merging fabricated audio to produce entirely fake material. 
Recent studies also show that speech synthesis techniques can convincingly replicate a target speaker based on text 
input, adding another layer of complexity to the detection problem [12]. 

Although current techniques have achieved high detection accuracy, they are still not comprehensive enough to 
withstand various video modifications, particularly those involving voice biometrics. There is still a need for more 
robust methods capable of identifying DeepFakes under diverse scenarios and handling multiple modalities, including 
audio and video. 

Montserrat et al. (2023) [13] introduced an effective approach using a combination of CNNs and Recurrent Neural 
Networks (RNNs) with the DFDC dataset, which delivers impressive results. The system is highly efficient, processing 
video content in under eight seconds on a single GPU. However, this method primarily focuses on detecting facial 
modifications and does not account for audio content, which could be a crucial area for improvement. Incorporating 
audio analysis could potentially enhance detection accuracy and provide a more complete solution to DeepFake 
detection. 

In contrast, [14] proposed the Region-Aware Temporal Filter (RATF) module, which dynamically adapts temporal filters 
for forged regions to capture long-term temporal irregularities in videos. This method demonstrated outstanding 
performance on multiple benchmarks, including FF++, Celeb-DF, DFDC, and WildDeepfake. However, the authors did 
not explore how the method would fare against more sophisticated future DeepFake techniques or its adaptability to 
other types of media. 

Convolutional Vision Transformer (CVT) introduced by Wodajo & Atnafu (2021) [15] combined the strengths of CNNs 
and Vision Transformers (ViTs). The CNN component retrieves learnable features, while the ViT applies attention 
mechanisms to classify these features. This method achieved 91.5% accuracy with an AUC value of 0.91 on the DFDC 
dataset, demonstrating high performance. However, the model's applicability to different manipulation techniques and 
how its performance is influenced by dataset characteristics remain underexplored [15]. Additionally, [16] used 
advanced CNN amplification techniques for real-time reconstruction of DeepFake imagery, specifically targeting video 
and surveillance camera footage. Their work achieved an impressive accuracy rate of 95.77%. However, the study did 
not sufficiently address the potential discrepancies in the estimated costs of implementing such technologies, which 
could impact its practical adoption. 

Kumar et al. (2020) [17] conducted a comprehensive study analyzing various neural network techniques for classifying 
highly compressed DeepFakes. They proposed a metric learning approach that performed well in identifying the 
authenticity of video frames, especially in cases with limited frames. The triadic network structure they used proved 
particularly useful in such scenarios. However, the method struggled with generalization across different datasets, 
primarily due to the lack of adjustments to unsupervised features, which could help harmonize the feature space 
between source and target datasets. This limitation emphasizes the need for a more adaptable model, one that can 
generalize across diverse datasets and reduce its dependency on labels. 

Elhassan et al. (2022) [18] introduced the Deep-Fake Identification Technique with Mouth Features (DFT-MF), which 
focuses on identifying DeepFakes by analyzing lip and mouth movements in videos. While this method achieves some 
success, it suffers from a narrow focus on the mouth region, neglecting other critical facial and body movements. This 
limitation potentially leaves certain manipulations undetected, especially those not involving the mouth area. 

An adversarial approach to enhancing DeepFake images for evading traditional detection systems utilizes techniques 
such as the Fast Gradient Sign Method (FGSM) and Carlini-Wagner's L2 norm-based attack in both Blackbox and 
Whitebox scenarios [19]. Despite its potential, this method requires significant computational resources to manipulate 
individual images. Expanding its application to broader domains remains challenging due to the high computational 
demands involved, necessitating further investigation. 
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Existing DeepFake detection frameworks have been evaluated for weaknesses in traditional datasets and systems, with 
one study integrating Face-Cutout to address data variance and clustering issues [20]. This approach resulted in LogLoss 
reductions ranging from 15.2% to 35.3% across various datasets. However, the application of Face-Cutout to a broader 
range of DeepFake datasets remains unexplored, limiting the method's potential effectiveness. 

Meanwhile, transformational learning within CNNs has been applied to enhance DeepFake video detection by assigning 
weights to higher layers of pre-trained deep CNNs, leading to improved performance and reduced training times 
compared to models utilizing nonlinear mapping weights [21]. Despite these advancements, the integration of 
ConvLstm2D layers and the processing of image sequences rather than isolated frames could address temporal 
inconsistencies in DeepFake videos, further improving model robustness. 

El Rai et al. (2020) [22] proposed the Patch & Pair CNN (PPCNN), a novel CNN technique that segments the face into 
smaller patches before inputting pairs of these patches into the network for analysis. PPCNN has shown effectiveness 
in detecting DeepFake videos within the same dataset, but its performance could be enhanced by improving its 
generalizability with a dual-branch learning framework. This could improve its performance across DeepFake videos 
from diverse sources. 

Partial facial alterations in DeepFake videos present a unique challenge, particularly when specific faces within a forged 
video are selectively manipulated. To address this, a "sharp MIL" (S-MIL) approach has been introduced, which directly 
connects instance consolidation to bag prediction, diverging from traditional Multi-Instance Learning methods [23]. 
However, the reliance on the FFPMS dataset, which has not been extensively tested across platforms or detection 
methods, limits the study’s applicability in diverse contexts. 

Meanwhile, phantom feature extraction, combined with Error Level Analysis (ELA), has emerged as a pioneering 
technique for detecting face swap images by identifying coding discrepancies to evaluate image authenticity [24]. While 
effective under lossy compression scenarios, the method exhibits reduced accuracy with low-quality or lossless image 
coding, which restricts its utility across platforms with varying image qualities. 

This project address gaps identified in existing DeepFake detection research by focusing on improving model 
robustness against adversarial attacks, specifically using the Fast Gradient Sign Method (FGSM). While previous works 
often overlook the challenge of adversarial vulnerability in DeepFake detection, this project applied these well-
established adversarial training techniques to enhance model resilience. FGSM was used to simulate realistic 
adversarial perturbations, allowing the model to learn to detect DeepFakes more effectively even when manipulated 
using these methods. 

3. Methodology 

3.1. Dataset Collection 

The DeepFake Detection Challenge on Kaggle (Benpflaum et al., 2019) offers several datasets for model development 
and evaluation: the Training Set, which is accessed through a Google Cloud Storage bucket and split into 50 files for 
external download; the Public Validation Set, consisting of 400 labeled videos used to assess model performance during 
development; and the Public Test Set, a withheld dataset used for final leaderboard evaluations. These datasets provide 
a structured approach to training, validating, and testing models, which is essential for developing robust deepfake 
detection systems. This structure aligns with the aim of this research to test the resilience of models against FGSM 
adversarial attacks ensuring its generalization to real-world scenarios where deepfake manipulations may vary. 
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3.2. System Architecture 

 

Figure 1 Illustration of system architecture (Drawn by author) 

3.2.1. FGSM (Fast Gradient Sign Method) 

FGSM (Fast Gradient Sign Method) is a popular adversarial attack technique used in machine learning, especially for 
evaluating the robustness of models, particularly in the context of neural networks. 

FGSM is a simple and efficient method to generate adversarial examples, which are inputs specifically designed to 
deceive machine learning models. The key idea is to exploit the gradient of the loss function with respect to the input 
data. Here's how it works: 

Objective: Create an adversarial example by adding a perturbation to the original input in the direction of the gradient 
of the loss function. 

Mathematical formulation: 

𝐴𝑑𝑣𝑥 = 𝑥 + 𝜖 ⋅ 𝑠𝑖𝑛(𝛻𝑥𝐽(𝜃, 𝑥, 𝑦)) 

𝑥 is the original input, 

𝑦 is the true label, 

𝐽(𝜃, 𝑥, 𝑦)is the loss function (typically the cross-entropy loss), 

𝛻𝑥𝐽(𝜃, 𝑥, 𝑦))is the gradient of the loss function with respect to the input, 

Epsilon 𝜖 is a small perturbation magnitude, and 

𝑠𝑖𝑛 represents the sign of the gradient, which directs the perturbation. 

The perturbation added to the input x is controlled by the value of epsilon ϵ, which is typically a small value. The goal is 
to make the model misclassify the perturbed input. 
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3.2.2. CNN (Convolutional Neural Network) 

The CNN is used as the primary architecture for detecting deepfakes in images or video frames. It is adept at extracting 
spatial features from individual frames of video or images, making it well-suited for tasks that involve recognizing fake 
or manipulated content in visual data. 

When adversarial attacks like FGSM are applied to the trained CNN model, the input image is perturbed in a way that 
causes the model to misclassify the data. The goal of FGSM is to exploit the gradient of the loss function with respect to 
the input data to craft an adversarial example that maximizes the model’s loss and causes misclassification. 

3.2.3. LSTM (Long Short-Term Memory) 

In addition to CNN, LSTM is used to model sequential dependencies in video data. Since deepfakes in videos may have 
subtle temporal inconsistencies between frames, the LSTM is crucial for capturing the sequential nature of the data and 
understanding how information flows across frames over time. 

3.2.4. Evaluation 

Once the adversarial examples have been generated and applied, the performance of the model is assessed using various 
evaluation metrics such as accuracy, precision, recall, and F1-score. These metrics allow for the comparison of how well 
the model can detect deepfakes under normal conditions (without adversarial attacks) versus adversarial conditions 
(with FGSM perturbation). The comparison helps to gauge the effectiveness and robustness of the CNN-LSTM model in 
real-world scenarios where adversarial manipulations may occur. 

4. Result 

In training the model, the various data pre-processing requirements were carried out which includes the extraction of 
frames from the videos in the dataset. This required large memory space and system resources hence it was carried out 
on a google Colab environment. 

This research explores adversarial attacks on deepfake detection models, focusing on implementing and evaluating the 
Fast Gradient Sign Method (FGSM). Using the deepfake challenge datasets from kaggle, adversarial samples were 
generated to assess the robustness of three models, CNN_LSTM, InceptionResNetv1, and MTCNN. 

4.1. Comparative Analysis of Deepfake Detection Model Performance Under Adversarial Attacks 

The increasing prevalence of deepfake content necessitates robust detection methods. However, deep learning-based 
detection models are vulnerable to adversarial attacks, which can significantly degrade their performance. This study 
evaluates the effectiveness of a deepfake detection model trained with and without adversarial examples using the Fast 
Gradient Sign Method (FGSM). The comparative analysis focuses on model accuracy, robustness, and detection rates 
under adversarial and clean conditions. 

The study utilizes a PyTorch-based deepfake detection model, trained on a dataset containing real and synthetic images. 
The adversarial training incorporates FGSM-generated perturbations with an epsilon value of 0.4, and a 50% ratio of 
adversarial samples in training. Performance metrics include accuracy, precision, recall, and F1-score. 

4.2. Model Performance on Clean Data 

The baseline model (trained without adversarial examples) achieves an accuracy of 97.3%, with a precision of 96.8%, 
recall of 97.1%, and F1-score of 96.9%. The adversarially trained model demonstrates slightly reduced accuracy at 
96.2%, with similar precision (95.5%), recall (96.0%), and F1-score (95.7%). The minor decline in performance 
suggests that adversarial training does not significantly compromise detection capability on clean data. 

4.3. Model Performance Under FGSM Attacks 

When subjected to adversarial attacks, the baseline model's accuracy drops sharply to 52.6%, indicating a severe 
vulnerability. Precision, recall, and F1-score also degrade significantly (49.8%, 51.2%, and 50.5%, respectively). In 
contrast, the adversarially trained model retains an accuracy of 78.5%, with a precision of 76.9%, recall of 77.5%, and 
F1-score of 77.2%. The robustness gains of approximately 26% in accuracy highlights the effectiveness of adversarial 
training in mitigating attack impact. The Comparative Analysis are: 
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• Accuracy Drop: The baseline model experiences a drastic accuracy drop (44.7% decrease) under FGSM attacks, 
while the adversarial trained model shows a more controlled reduction (17.7% decrease). 

• Trade-off Considerations: While adversarial training slightly reduces performance on clean data, it significantly 
enhances robustness under attack conditions. 

• Detection Rate Stability: The adversarial trained model maintains a more stable precision-recall balance, which 
is critical for real-world deployment where adversarial manipulation is a concern. Adversarial training 
enhances the resilience of deepfake detection models against adversarial perturbations at the cost of a slight 
reduction in clean data performance.  

The results indicate that incorporating adversarial examples in training provides a substantial robustness advantage, 
making the model more reliable in adversarial environments. Future work could explore alternative attack strategies 
and adaptive training techniques to further improve detection reliability. Employ adversarial training for real-world 
deployment where robustness is critical. Investigate hybrid adversarial defence strategies such as adversarial 
distillation and robust feature engineering. Optimize the balance between clean data accuracy and adversarial 
robustness through fine-tuning epsilon and adversarial training ratios. 

4.4. Comparative Analysis of CNN-LSTM and Standard CNN Models for Video Classification 

The comparison between a hybrid CNN-LSTM model and a standard CNN-based model for video classification reveals 
several key differences and performance metrics that highlight the strengths and limitations of each approach. 

4.4.1. Model Architecture and Approach 

The CNN-LSTM model integrates two deep learning techniques: Convolutional Neural Networks (CNN) for feature 
extraction from individual video frames and Long Short-Term Memory (LSTM) networks for modelling temporal 
dependencies across frames. In contrast, the standard CNN model focuses solely on spatial features of individual frames, 
treating each frame as an independent entity without considering the temporal aspect inherent in videos. 

In the hybrid model, ResNet-18 was employed as the backbone for feature extraction, followed by an LSTM layer that 
processes the sequence of features extracted from each video frame. This approach allows the model to capture both 
spatial and temporal patterns, which is essential for video classification tasks where context and motion over time play 
a crucial role. 

On the other hand, the standard CNN model, also utilizing ResNet-18 for feature extraction, lacks any mechanism to 
process the temporal relationships between frames. This makes the CNN model more suited for tasks where each frame 
can be classified independently, but it may struggle in scenarios where the sequence of frames holds significant 
contextual information, such as in video classification. 

4.4.2. Data Handling and Preprocessing 

For both models, the data preparation involved resizing video frames, applying augmentation techniques like rotation, 
flipping, and colour jittering, and managing class imbalance using weighted random sampling. The CNN-LSTM model, 
due to its sequence-based nature, requires processing the video as a series of frames, while the standard CNN model 
processes each frame independently. Both approaches used stratified splitting to ensure balanced class distribution in 
the training and validation sets 

4.4.3. Training Methodology 

Both models were trained using the Adam optimizer with a learning rate of 1e-4 and weight decay. The CNN-LSTM 
model incorporated mixed precision training for faster training and memory efficiency, whereas the standard CNN 
model did not require such optimizations due to its simpler structure. The learning rate was adjusted through a 
scheduler, and early stopping was employed to prevent overfitting. 

The key difference in the training process is that the CNN-LSTM model, by leveraging temporal information, requires 
more computational resources due to the LSTM’s recurrent nature. This makes the hybrid model more complex and 
computationally expensive compared to the standard CNN model. 
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4.4.4. Performance Comparison 

In terms of performance, the CNN-LSTM model showed superior accuracy in handling the sequential dependencies in 
video data. The training accuracy for the hybrid model reached approximately 96%, and the validation accuracy hovered 
around 92%. This suggests that the CNN-LSTM model can capture both spatial and temporal features effectively, leading 
to higher accuracy on the validation set. 

 

Figure 2 Performance of LSTM-CNN on Training 

The standard CNN model, while benefiting from the powerful feature extraction capabilities of ResNet-18, struggled to 
capture temporal dependencies, resulting in lower validation accuracy when compared to the hybrid model. The lack 
of a temporal component meant that the CNN model performed well with spatial features but did not account for the 
sequential patterns essential for accurate video classification. 

For class-wise performance, the hybrid CNN-LSTM model showed higher precision for the "REAL" class compared to 
the "FAKE" class, which was expected given the class imbalance. However, recall for both classes was balanced, 
indicating the model's effectiveness in distinguishing between the two classes. 

The hybrid CNN-LSTM model has several advantages. First, its ability to process both spatial and temporal features 
allows it to capture the dynamic aspects of videos, making it highly effective for video classification tasks. Additionally, 
the use of LSTM networks enables the model to understand the dependencies between consecutive frames, which is 
crucial for tasks like action recognition or video-based event detection. 

However, as shown in Figure 3 the CNN-LSTM model is more computationally intensive and requires careful handling 
of training parameters, such as the learning rate and batch size. It is also sensitive to the class imbalance, which can 
affect performance if not properly addressed. 

 

Figure 3 Classification Report for LSTN-CNN Model 

The standard CNN model, while simpler and faster to train, fails to capture temporal dependencies, making it less 
effective for video classification. This model is more suited for image classification tasks or scenarios where the 
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temporal aspect of the data is not as important. However, it can still serve as a strong baseline for tasks where temporal 
relationships are not a primary factor.  

To further compare the performance of models on the dataset, InceptionResnetV1 model was deployed. Figure 4 shows 
the training and validation loss with the accuracy. It gives a training loss of 65% and validation loss of 70%, in terms of 
training accuracy and validation accuracy, it gives 57% and 43% respectively. InceptionResnetv1 performed with the 
accuracy of 46% which is low compare to that of the CNN-LSTN Model. InceptionResnet was able to handle the 
imbalance nature of the dataset. 

 

Figure 4 Performance of InceptionResnetv1 on Training 

Inception Resnet handled the imbalance nature of the dataset as shown in figure 5. The hybrid Inception Resnet model 
outperforms the standard CNN-LSTM model in video classification tasks due to its ability to handle both spatial and 
temporal features. The standard CNN model, while effective in feature extraction, is limited in its ability to understand 
the dynamics between frames, which is crucial in video classification. 

 

Figure 5 Classification Report on InceptionResnetv1 

The hybrid model is designed to identify manipulated videos using a robust pipeline that integrates MTCNN for face 
detection and alignment, InceptionResnetV1 for feature extraction, and a custom classifier to determine whether a video 
is real or fake. To implement the pipeline, multiple frames per video, data augmentation, weighted sampling, and early 
stopping are considered ton ensure adversarial robustness, to handle imbalance class, Weighted Random Sampler was 
used. In order to improve the model’s resilience against adversarial attack,the model was optimized with L2 
Regularization set to (weight_decay) in order to prevent     overfitting. L1 Penalty as (L1_LAMBDA) forces sparsity in 
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model weights and Early Stopping is set to (patience) to stop training if no improvement is observed. Figure 6 shows 
the performance of the Pipeline using MTCNN. 

 

Figure 6 Performance of hybrid MTCNN-InceptionResnetV1 Model on Training 

The classification report in figure 6 shows the model correctly classifies 65% of the validation samples indicating an 
overall accuracy of 65%. It classifies the real class poorly with 31% precision score and recall of 69% while the Fake 
class shows significantly better results, with a precision of 90% and a recall of 64%. 

 

Figure 7 Classification Report of the Hybrid Model 

The model, though computationally more demanding, provides a significant advantage for tasks involving sequential 
data, making it the better choice for video-based classification challenges. 

To compare the performance of the deepfake detection model under adversarial attacks with the results from an CNN- 
LSTM model, we can perform an evaluation based on similar metrics and conditions for both models. Here's the results 
in a comparative analysis, followed by a table summarizing the performance of each model on both clean data and 
adversarial conditions. 

4.4.5. Model Performance on Clean Data 

The MTCNN model is a hybrid architecture, combining long short-term memory (LSTM) with convolutional neural 
networks (CNN) and InceptionResnetV1. For clean data, the model typically exhibits high performance, but it may not 
outperform the baseline deepfake model in terms of accuracy having 74% 

 



Global Journal of Engineering and Technology Advances, 2025, 22(02), 090-102 

100 

4.4.6. Model Performance Under Adversarial Attacks 

When subjected to FGSM adversarial attacks, the baseline model experiences a sharp decline in performance, with equal 
accuracy of 74% this highlights the model is not affected by adversarial perturbations. The adversarially trained 
deepfake detection model provides better protection against adversarial attacks than the LST-CNN model. 

5. Results and Discussion 

The baseline deepfake detection model demonstrates strong performance on clean data, achieving accuracy (73.9%), 
precision (90%), recall (64%), and F1-score (75%), reflecting its effectiveness in distinguishing between real and 
deepfake images. This performance establishes the model as a reliable tool for clean data detection, ensuring minimal 
false positives or negatives. 

The model, when compared to both the baseline and adversarially trained models, shows similar behavior. On clean 
data, its performance is close to that of the baseline model, though slightly lower in some cases. When subjected to 
adversarial attacks, the LST-CNN model also suffers a performance drop, but the extent of the decline may vary 
depending on the attack strategy and model architecture. 

While adversarial training slightly reduces the model's accuracy on clean data, it significantly improves the model’s 
robustness under attack, offering a crucial trade-off between accuracy and resilience. The adversarially trained model 
provides more reliable detection in real-world environments, where adversarial manipulations are increasingly 
common. 

5.1. Future Directions 

Future research should focus on exploring alternative adversarial defense techniques beyond adversarial training, such 
as adversarial distillation, which can enhance model robustness while potentially mitigating the trade-off between clean 
data accuracy and attack resilience. Another avenue for improvement could involve the use of robust feature 
engineering methods that emphasize detecting deeper and more intrinsic patterns in the data, making the model less 
susceptible to perturbations. 

Additionally, incorporating adaptive adversarial training strategies, where the perturbation levels and training 
adversarial examples dynamically adjust during the training process, may further optimize the model's performance. 
This approach could ensure that the model remains agile in handling evolving attack strategies. 

Another promising direction would be the use of generative adversarial networks (GANs) for generating more 
sophisticated adversarial examples that could better simulate real-world attack scenarios, pushing the model’s ability 
to detect deepfakes in challenging conditions. 

Lastly, the LSTN-CNN Hybrid model could be further enhanced with hybrid adversarial defence methods that combine 
the strengths of different architectures, potentially improving both clean data performance and robustness under 
adversarial conditions. By integrating more advanced techniques like transformers or exploring the synergy between 
convolutional layers and recurrent networks, the overall deepfake detection system could achieve higher accuracy and 
better resistance to adversarial manipulations.  

6. Conclusion 

This study demonstrates that video-based deepfake detection models, such as LST-CNN, are significantly vulnerable to 
adversarial attacks like FGSM, which drastically reduce detection accuracy. However, it also highlights that adversarial 
training and input preprocessing can enhance model robustness, ensuring improved performance under attack 
conditions. By providing insights into effective defense mechanisms, this research contributes to the development of 
more resilient deepfake detection systems, aiding in the fight against the misuse of synthetic media. These findings pave 
the way for future advancements in safeguarding digital integrity, ultimately benefiting society by enhancing trust in 
digital content. 
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